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Abstract
Surnames tend to behave like neutral genes, and their distribution has attracted a growing attention from genetists and physicists. We review the century-long history of surname studies and discuss the most recent developments. Isonymy has been regarded as a tool for the measurement of consanguinity of individuals and populations and has been applied to the analysis of migrations. The analogy between patrilineal surname transmission and the propagation of Y chromosomes has been exploited for the genetic characterization of families, communities and control groups. Surname distribution is the result of a stochastic dynamics, which has been studied either as a Yule process or as a branching phenomenon: both approaches predict the asymptotic power-law behavior which has been observed in many empirical researches. Models of neutral evolution based on the theory of disordered systems have suggested the application of field-theoretical techniques, and in particular the Renormalization Group, to describe the dynamics leading to scale-invariant distributions and to compute the related (critical) exponents.
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1. Introduction

The frequency distribution of family names has been an interesting issue in human biology since the last quarter of the 19th century. Surnames have a cultural origin, but their propagation usually follows definite rules linked to the reproductive behavior, exactly as it happens to genes, and more specifically to the so-called neutral genes, not affecting the phenotype and therefore not subject to selective pressure. In many human cultures the transmission rules of surnames are the same as those of the Y chromosome, that in preserved in the male descendants and is only affected by mutation (and by false paternity).

The very first statistical studies on surname frequency go back to George Darwin’s analysis of marriage isonymy in England as a tool for the evaluation of inbreeding in the English society and to Galton and Watson’s evaluation of the probability of surname extinction, which was the starting point for the mathematical study of branching processes.

Theoretical weakness of the approaches and the lack of adequate statistical data led to a long period of latency in the mathematical study of surname distribution. Only in the Sixties of the 20th century a substantial revival occurred, triggered by a number of new and important results. In 1965 Crow and Mange proposed a model for consanguinity estimates based on marital isonymy, paving the way to a large number of theoretical and phenomenological studies. On the other side, Karlin and McGregor in 1967 produced a statistical theory of the behavior of neutral mutations in finite and constant populations which led genetists to a systematic study of surname distribution and extinction as an empirical model for neutral gene propagation. A further relevant development was started in the Eighties by the first studies linking surname distributions with migration rates of populations.

Among the fathers of the modern study of surnames in the context of human biology one must certainly mention the anthropologist G.W. Lasker, who extended the use of isonymy to the study of consanguinity between populations and observed (with W.R. Fox) that the empirical frequency distribution of surnames could be accurately described by means of a discrete Pareto (power law) distribution.
In the last 25 years, also thanks to the greatly increased availability of digital and online databases, a large amount of quantitative studies have been performed, concerning both European and American countries, creating the conditions for a more systematic phenomenological approach to the issue.

Different parametrizations of surname frequency distributions, based on statistical models of reproductive behavior and population dynamics, have since then been proposed. Especially relevant appears to be the observation that surname dynamics can be seen as a Yule process, thus leading to a natural statistical explanation for the appearance of scaling in a proper limit.

The ubiquity of power laws in the description of both natural and social phenomena, whenever there is no intrinsic characteristic scale is a phenomenon that the modern theory of complexity aims to explain, often relating it to the concept of self-organized criticality. The presence of scaling in surname distributions did therefore attract the attention of scholars in the field of statistical physics.

Starting from the late Eighties theoretical physicists began to develop stochastic models trying to catch some aspects of evolutionary dynamics, especially in connection with the growing diffusion of the neutral theory of molecular evolution, and exploiting some developments in the theory of disordered systems. Evolution of populations in flat fitness landscapes was studied, both in asexual and in sexual reproduction. Statistical properties of genealogical trees were explored from a theoretical point of view. In the mean time the phenomenological study of surname distributions, performed in Western countries especially by biologists, in Far Eastern countries (Japan, Korea, China) became the object of research activity by a small but significant community of physicists.

In more recent times the attention of physicists focused on the problem of identifying dynamical models depending on a minimal number of free parameters but still retaining sufficient descriptive and predictive power. Different approaches converged in identifying birth and mortality rates, and especially migration and mutation rates as the crucial parameters needed for the parametrization of surname frequency distribution and evolution.

Probably the most important recent contribution to phenomenological description and model building was offered in 2007 by the master equation approach of Baek, Kiet and Kim, whose formal solution allows for the (statistical) prediction of the surname distribution as a function of time once the initial distribution is given and the four above mentioned rates are assigned. This model encompasses many previous models and leads to many testable predictions, which have been verified by the authors in the case of Far Eastern countries, crossing phenomenological data with information coming also from historical and demographic records.

The behaviours predicted by solving the master equation can be independently reproduced by applying renormalization group techniques in order to describe the evolution dynamics of surnames. This result brings the issue of surname dynamics back into the context of studies concerning disordered systems, a field whose constant progress leads to the expectation that better and better analytical and numerical tools will keep being developed, allowing for a deeper understanding of the role played by different factors not only in surname evolution but also in other important evolutionary (and cultural) processes admitting an analogous description and representation.

2. The early history of surname studies in human biology (to 1985)

The first statistical studies on surname frequency go back to 1875 and to George Darwin’s analysis of marriage isonymy in England as a tool for the evaluation of inbreeding in the English society [1]; his father Charles (the founder of modern evolutionary theory) had married a first cousin, and George was interested in the possible genetic effects of consanguinity in the families and in the population. He supposed that the number of marriages between persons of the same surname who were not first cousins should be proportional to the frequency of the surname in the population, and therefore frequent only for common surnames. Since the Registrar General had published in 1853 the frequency of the fifty most common surnames in England, Darwin could compute the sum of the squares of these frequencies (0.00092) and estimated that marriages between unrelated people of the same surname should not be more than one part per thousand: an exceeding percentage should therefore be ascribed to marriages between first cousins.
Taking into account the fact that same-name marriages are just a fraction of the total number of marriages between cousins, Darwin concluded that the rate of first cousin marriages was about 4.5% among the aristocracy, 3.5% among the middle classes and landed gentry, 2.25% in the rural population and 2% in the urban population.

A similar analysis was performed in 1908, more than thirty years later, by G.B.L. Arner, who published a study on cousin marriages in two American populations [2]. Taking into account more than ten thousand marriage licences in New York dated before 1784, he found that same-name marriages were about 2%, against an expected ratio of 0.076% based on the frequency of the 50 most common surnames; hence according to Darwin’s method the estimate of cousin marriages in colonial New York should have been around 5.9%. Considering this value to be too high, Arner studied a number of genealogies and came to the conclusion that only 2.76% of marriages were between first cousins. In Ashtabula County, Ohio, considering about 134,300 marriages between 1811 and 1886 he concluded, by Darwin’s method, that 1.12% of the marriages were between first cousins.

The obvious bias of Darwin’s and Arner’s studies was the choice of considering only the marriage between first cousins and not taking into account other possible degrees of relationship; this led to a long term dismissal of surname analysis as a tool for the study of consanguinity.

In 1954 M. Kamizaki wrote an article (in Japanese), where he calculated the expected frequency of isonymous marriages for various degrees of relationship [3], anticipating results later derived by Crow, but his paper went completely unnoticed in the West. In 1960 R.F. Shaw underlined the opportunity offered by the Spanish surname system, attributing two surnames to each individual (the first surnames of the paternal and maternal grandfathers): the frequency of identical surnames would allow a faster statistical measure of consanguinity [4]. The very early history of the use of surnames for the study of human inbreeding was traced in 1967 by Yasuda and Morton [5].

However the research on the relationship between isonymy in marriage and inbreeding was really revived only around 1964 by J.F. Crow, who did not refer to previous results but recalled a lecture in the 1940s by the Nobel Prize H.J. Muller, who suggested that surnames could be used in genetic models of inbreeding.

Crow noticed that in many relationships the ratio between the inbreeding coefficient (as defined by Wright [6]) for the offspring of a related couple and the chance that the two parents share the same surname is constant and equal to 1/4. There are also obvious counterexamples (first noticed by C. Cotterman) that can be found in marriages across generations, when one partner is a direct descendant of the other, or in some types of cumulative inbreeding. Nevertheless Crow observed that the cases satisfying the 1/4 ratio encompass most realistic instances in human mating.

Therefore, in collaboration with A. Mange (who had assembled records of the marriages of the Hutterites) in 1965 he wrote a fundamental paper on the subject of surname models of human inbreeding [7, 8]. Crow and Mange defined the total inbreeding ($F_t$) of a population and its random ($F_r$) and nonrandom ($F_n$) components, of which only the first can be explained by the random mating of individuals present in a population. So they introduced the restrictive (and historically unrealistic) assumptions that all the surnames are monophyletic (i.e. that sharing the last name means sharing the ancestor from which it derives), and that both sexes are equally represented in the migrant groups. Under these assumptions they observed that, for a large number of types of relationship, the isonymy in marriages $I$ (marital isonymy) is indicative of the degree of the inbreeding in the population regardless of the degree of consanguinity in individual marriages, because the probability that two descendants from a common ancestor have the same last name varies, in most cases, to an extent proportional to the degree of consanguinity.

To be precise, the probability $P$ that two individuals have the same last name is obviously linked to the degree of kinship (and it is one of the brethren, 1/2 for the uncle-nephew relationship, 1/4 for the cousins, etc.), but also the degree of inbreeding $F$ among their children depends on the degree of kinship (and it is 1/4 of the children of brothers, 1/16 for the children of cousins etc), and it is quite easy to see that typically, the relation $F = P/4$, with rare exceptions related to complex and crossed family relationships whose statistical significance is however very poor. Consequently, for the more remote kinship the actual number of consanguineous marriages is higher than indicated by marital isonymy, and the ratio grows in inverse proportion to $P$, but in return, the consanguinity between the descendants of marriages between relatives is reduced in proportion to $F$, and the two effects offset each other in virtue of the relation $F/P = 1/4$. 

Therefore the percentage of isonymic marriages is a direct measure of the degree of consanguinity $F_i$ of the population as a whole, equal to $1/4$ of marital isonymy: $F_i = 1/4 I$.

To separate the random component of inbreeding from the non-random one, Crow and Mange noted that, calling $p(i)$ and $q(i)$ the fractions of the male and female population identified by the $i$-th name, the frequency of marriages between random pairs with the same surname is $p(i)q(i)$ and the coefficient of random inbreeding $F_r$ is then, as previously demonstrated, $F_r = 1/4 \sum_i p(i)q(i)$, while the coefficient of non random consanguinity $F_n$ can easily be obtained by the relation $F_i = F_n + (1 - F_n)F_r$, where in turn $F_i$ is measured by isonymy in marriages.

Theoretical developments came in 1971 when Holgate showed that isonymy tends to grow with time in models of monogamous populations with random mating [9], while Cavalli-Sforza and Bodmer suggested elimination of brother-sister pairs from estimates of random inbreeding [10].

Another relevant contribution came in 1977 from Lasker’s article [11]: Lasker, noting that the coefficient of relationship for a couple of parents is exactly twice the inbreeding coefficient of their children, proposed an extension of the formula of Crow and Mange that would allow to use isonymy as a measure of the degree of relatedness between any two populations. The relationship measured by isonymy is $RI = 1/2 \sum_i p_1(i)p_2(i)$, where $p_1(i)$ and $p_2(i)$ are the frequencies with which the $i$-th surname appears in the two populations.

The renewed attention on the possible use of surnames as a tool in human genetics studies prompted empirical research, for instance in Switzerland by Morton et al. [12, 13, 14, 15] and by Ellis et al. [16, 17, 18], and in the Pyrenees by Bourgoin and Vu Tien Khang [19]. As a matter of fact, a poor correspondence was usually found between estimates of inbreeding from surnames and from pedigrees, which was partly explained by the inclusion of remote inbreeding granted only by the surname method, but should also be ascribed to the polyphyletic (i.e. independent) origin of many surnames and to the effects of migrations.

In March and April of 1982 a conference and two symposia, whose subject was surnames as biological markers of inbreeding and migration, were held in Eugene, Oregon. As many as 18 communications, grouped into three major areas (Surnames as population markers, Marital isonymy as a measure of population structure and Community of surnames between groups as a measure of population structure), were later published in a single issue of the journal Human Biology [20]. Crow’s final conclusions [21] and the large bibliography represent the state-of-the-art of the subject in 1983.

Shortly later Lasker and Kaplan [22] confirmed Devor’s suggestion [23] that more insight on the genetic structure of a population might be obtained by the study of the full matrix of wife vs husband surnames, instead of just focusing on its diagonal values (corresponding to marital isonymy).

A wide collection of results was presented also in Lasker’s review article [24] and in his book, published in 1985 [25].

3. The frequency distribution of surnames (I)

An independent line of research on surname frequency was originated at the end of the 19th century by Galton and Watson’s study on the extinction probability of family names [26]. The study was triggered by the worried observation that several families belonging to English aristocracy were extinct or on the verge of extinction. The initial (and wrong) conclusion was that, after a sufficiently long time span, the extinction probability for any family name should in all cases be equal to one: actually this result holds only under the assumption that the average number of male descendants be less or equal to one, while in the opposite case the probability is not marginal, but it is definitely less than one. However Galton and Watson’s paper gave way to the still flourishing mathematical study of branching processes [27, 28]. In the context of population theory the approach was revived first by Lotka in 1931 [29].

Nevertheless only the appearance in 1967 of an article by Karlin and McGregor [30], who formulated the theory of the behavior of neutral mutations in finite populations of constant size, in conjunction with the observation that surnames can be considered as alleles transmitted along the male line, attracted the attention of geneticists towards the study of the distribution and extinction of surnames. Karlin and McGregor, starting from a model by Kimura and Crow [31], described the growth of different mutant gene types, assuming that $r$ different mutant types may exist in a population consisting of $N$ individuals, where $r$ is much larger than $N$, and denoted by $\beta$ the probability that an individual of a given type change into a specified different type.
They evaluated the expected number \( N^*(k) \) of alleles represented \( k \) times in the population once an equilibrium state is attained. In the limit when \( r \to \infty \) while the overall mutation probability (per generation) \( \nu = r\beta \) is kept finite, they obtained

\[
N^*(k) = \frac{1}{k} \frac{N\nu}{1-\nu} \frac{\left(\frac{N^*}{N}\right)^{k-1}}{\left(\frac{N}{N}\right)^{k-1}}.
\]

The expected total number \( N^* \) of alleles represented in the population is therefore

\[
N^* = \frac{N\nu}{1-\nu} \left( \frac{\Gamma\left(\frac{N^*}{N}\right)}{\Gamma\left(\frac{N}{N}\right)} - \frac{\Gamma\left(\frac{N}{N}\right)}{\Gamma\left(\frac{N^*}{N}\right)} \right),
\]

where \( \Gamma \) stands for the usual Gamma function. It is possible to compute the probability of homozygosity \( F \), that is the probability that two randomly chosen genes are of the same type: the result is \( F = 1/(N\nu+1-\nu) \) and it is possible to show that \( N^*F > 1 \).

For most practical purposes it is convenient to consider the large \( N \) limit of the above formulae, obtaining in this case Fisher’s distribution \([32]\) \( N^*(k) = \alpha_F x^k/k \), where it was convenient to introduce the new variables \( x = 1-\nu \) and \( \alpha_F = N\nu(1-\nu) \), and in the same limit one obtains \( N^* = \alpha_F \ln \frac{1}{\nu} \).

The theory of Karlin and McGregor was applied in 1974 by Yasuda et al. \([33]\) to the surname data for the population of the Parme valley collected by Cavalli-Sforza and collaborators since 1954 \([34]\). In their language, \( N^*(k) \) is the number of surnames represented by \( k \) males in a population of \( N \) male individuals, \( \nu \) is the probability of a surname change in a given generation, \( S \equiv N^* \) is the total number of surnames, and the expected value of the random isonymy is \( I \equiv F \).

The comparison between the theoretical and the empirical distribution allows to verify the correctness of assumptions and to set the values of the parameters \( N \) and \( \nu \). Since real surname mutations are relatively rare, a high value of \( \nu \) (such as that found in the case of the valley of Parma, greater than 0.2) seems to indicate the importance of the phenomenon of immigration in the distribution of surnames.

In the same article Yasuda and his coworkers confronted the issue of the statistical distribution of the offspring, focusing in particular on the extinction of surnames after a sufficiently high number of generations. The probability of extinction they calculated (based on a geometric model of decrease for the probability of birth of \( n \) sons) resulted in reasonable agreement with the available empirical data.

A key finding in the study of the frequency distribution of surnames was published by Fox and Lasker in 1983 \([35]\) (but it had been already announced in the article by Lasker in 1980 \([24]\)). Fox and Lasker showed that the empirical data relating to the frequency distribution of surnames of 4794 people living in the area of Reading (England) could be described with good accuracy by using a discrete Pareto distribution.

Another important contribution to the investigation on the frequency distribution of surnames resulted from a series of works published since 1983 by Zei et al. and specifically dedicated to the study of the distribution of surnames in Sardinia \([36, 37, 38]\). It was shown that the empirical distribution showed a good agreement with the distribution of neutral alleles of Karlin-McGregor, and also with the logarithmic distribution of Fisher, seen as a limit of the previous one. The spatial dependence of the distribution of surnames was also taken into consideration, noting that the spatial variation was much stronger than the temporal variation, and largely independent of the frequency of names (except in the case of very low frequency). These results are all consistent with the hypothesis that the surnames behave as neutral alleles.

Other representations of the frequency distribution of surnames, based on statistical models of the reproductive behavior and of the evolution of surnames, were proposed by Panaretos in 1989 \([39, 40]\) and by Consul in 1991 \([41, 42]\). Assuming a Poisson distribution for the number of males with a given surname from a pool of size \( \lambda \), an exponential distribution for the degree of commonality of names and a probability density function for the distribution of pool sizes proportional to \((1+\lambda)^{-(c+1)}\), with \( c > 0 \), Panaretos showed that the surname frequency distribution would be the zero-truncated Yule distribution

\[
P(k) = \frac{c(k-1)!\Gamma(c+1)}{\Gamma(k+c+1)}, \quad k > 0.
\]

For large enough \( k \) this function would behave like the discrete Pareto distribution \( k^{-(c+1)} \), thus providing the rationale for Fox and Lasker’s results.
In order to offer further motivation to his result, Panaretos considered also a stochastic model originally proposed by Simon [43] to explain the occurrence of Zipf’s law in linguistics [44]. Assuming the existence of a nonzero probability $\alpha$ for the appearance of a new surname whenever a unit is added to the population, and adopting the (simplifying) hypothesis that surname frequencies increase proportionally to the total number of surnames, the probabilities for the surname frequencies satisfy the recursive relationship

$$P(k)P(k-1) = (1-\alpha)(k-1) \frac{1+(1-\alpha)k}{1+(1-\alpha)k},$$

whose solution is again the Yule function with the identification $c = 1/(1-\alpha)$.

The aim of Consul’s approach was to provide a derivation of the distribution function based on a dynamical model of surname evolution. To this purpose he considered a birth-death model and, in alternative, a branching process starting from a first generation described by a negative binomial distribution of surnames. In both cases he obtained a Geeta distribution characterized by two independent parameters, $\beta > 1$ and $x$:

$$P(k) = \frac{x^{k-1}(1-x)^{\beta k-k}}{k!} \frac{\Gamma(\beta k-1)}{\Gamma(\beta k-k)},$$

and the fit to the data turned out to be better than the one based on the Yule distribution. However no direct connection appeared between the parameters of the distribution and the actual dynamics of the process.

The ubiquity of power laws in the description of phenomena (both natural and cultural), whenever the phenomenon is not characterized by an intrinsic scale, may be explained in the context of the modern theory of complexity and is the reason which has led in recent years scholars of statistical physics to investigate also the distribution of surnames, among a number of other subjects lying outside the traditional field of their discipline. Since we are trying to follow, at least partially, the historical development of research on surnames, we shall come back only in Sections 7-10 to the more recent approaches aimed at identifying the dynamical origin of surname distributions and predicting on theoretical grounds their possible shape.

4. Surnames and migratory phenomena

The development of surname studies in the late Eighties and in the Nineties was marked by a special interest on the potential use of data referring to the spatial distribution of surnames in order to trace the migratory dynamics of some human populations. The first significant contribution to this issue came from Chen and Cavalli-Sforza who showed that an unexpected correlation between surnames in the opposite sides of Taiwan could be explained on historical grounds because both sites had been colonized by immigrants coming from the same area of the mainland [45].

In 1984 the seminal paper by Wijsman et al. [46] included the computation of migration matrices for nine different geographic areas of Sardinia, based on a kinship matrix defined as a generalization of Lasker’s formula for the relationship between populations. The matrices were evaluated with reference to different years, in the time span going from 1850 to 1970. A strong and non linear dependence of immigration coefficients on the distance between the areas was found.

The use of surnames for the study of migratory dynamics was further developed in subsequent papers. In particular Piazza et al. in 1987 compared their estimates of migration coefficients in Italy based on the analysis of surname distributions extracted from phone directories with the corresponding estimates obtained from official demographic data sources, showing that an evaluation of the mutation parameter $\nu$ (as defined by Karlin and McGregor) could offer a plausible estimate of the migration coefficients [47, 48].

The study of migrations by the analysis of surname distributions was later performed also by Darlu and Ruffié for French internal fluxes [49, 50, 51], and by Degioanni et al. for migrations from Italy to France [52].

In turn Zei et al. [53] explored Italian migration dynamics, analyzing the geographical distribution of surnames, especially in the presence of strong regional differences, confronting their results with the existing geographical and linguistic barriers and comparing their data to those resulting from the genetic analysis of the population. Genetic and surname frontiers turned out to be significantly correlated with each other and especially with physical (but also with language) barriers.
The relationship between genetic (vertical) and cultural (horizontal) transmission of information was investigated first by Guglielmino et al. who analyzed and compared the surname distribution in different areas of Sicily [54, 55]. The complex anthropological history of Sicily attracted also the attention of other research groups [56, 57, 58]. Significant early contributions to the analysis of populations by their surname structure came also by Luchetti and collaborators [59, 60].

5. Surnames and the Y chromosome

In many cultures, and in particular in European cultures, the hereditary transmission of the surname is patrilineal, in perfect analogy with the behavior of the Y chromosome, possessed only by males and transmitted without recombination from father to sons. Therefore one might expect a direct link to exist between the two.

The idea of comparing surnames to genetic markers was first put forward in the Thirties, but the first evidence that this link could be made in practice emerged in 1972 by the study of a French-Canadian family with a ten generation pedigree. The peculiarity of the case resided in the presence of a “satellited Y chromosome, which could be detected simply by looking at the chromosomes down a microscope. Only with the advent of the PCR method in 1985 and the subsequent discovery of polymorphic DNA markers it became possible to examine differences between Y chromosomes at the DNA level.

In 1997 Jobling suggested that it might be possible to use a Y chromosome haplotype to predict a surname. A small set of studies followed soon, and a strong correlation was usually found, indicating a strict link between genetic and cultural data.

In the case of of Cohanim Jews whose surname (Cohen and its variants) should indicate, according to Jewish tradition, a direct patrilineal descent from Aaron, brother of Moses (XIII century b.C), the analysis of the Y chromosome showed the presence of a common modal haplotype with a frequency above 60 % be compared with values below 15 % in the control group [61, 62].

Another interesting result concerned the relationship between the haplotypes of a group of 221 Irish males and their surnames, grouped according to the (historically known) geographic origin of the Gaelic surnames or to the foreign (Scottish, Norse, English) source of the others [63].

A description of the first researches on the Y chromosome and on their relationship with the study of the origin and distribution of surnames can be found in a review paper written by Jobling in 2001 [64].

This line of research on the origin and biological evolution of surnames was highlighted in the year 2000 by Sykes and Irven [65]. They analyzed the Y-chromosome haplotypes of a large random sample of male subjects carrying the surname Sykes. Almost 50% of the sample shared a peculiar haplotype, not observed in the control groups. Sykes and Irven inferred that, by admitting a very limited number of nonpaternity cases (on average 1.3 % per generation) during the 700 years of documented history, the surname Sykes should be considered monophyletic, against some evidence of polyphtleism coming from written sources.

Later research was devoted to the correlation between a few specific Y chromosome haplotypes and the surname distribution in the different geographic and cultural areas of Sardinia [66].

The method for the analysis of the spatial distribution of surnames was further refined in a paper by Manni et al. [67], in which the SOM (self-organizing maps) grouping technique was applied to Dutch surnames.

The authors suggested that the Y-chromosome sampling of an area exposed to migration phenomena should be performed after a preliminary selection based on surnames, when the purpose of research is to find out the genetic traits that were typical of the population living in the area before the most recent migration waves.

A few recent references concern the relationship between surnames, genetic and historical data in the British Isles [68, 69, 70, 71]. In particular, by comparing the Y chromosomes of randomly chosen couples of male individuals sharing the same surname, and assuming a maximum acceptable number of mutations consistent with the hypothesis that surnames became hereditary in Britain around 1300, it was found that only the rarer surnames (with less than 5000 bearers) had a serious chance of indicating a common ancestor, while most of the commonest family names are very probably polyphyletic. A review of recent results is presented in the 2009 article by King and Jobling [72].
A very detailed discussion of the theoretical aspects and experimental results related to the connection between surnames and Y chromosome types is offered in Chapters 7 and 8 of a recent volume by Redmonds, King and Hey [73].

6. Collection and analysis of empirical data

Empirical data on surname distribution were systematically collected and analyzed by several groups of researchers. Instead of quoting a very long list of references, we found it convenient to recall here the main review articles that have been devoted to the subject in the last decade, specifying their aim and their peculiarities.

The 2003 article by Colantonio et al. [74] included a very large reference list, organized by geographical areas, while the 2004 paper by Darlu [75] had the explicit and specific purpose of communicating research made by genetists to scholars devoted to demographic history, who are often interested in similar issues (population dynamics, migration phenomena), but did not seem to consider the study of surname distribution as a potential tool for their research.

The 2007 article by Scapoli et al. [76] includes a summary and a new analysis of the data collected in twenty years of activity by a wide group of researchers whose most relevant exponent is I. Barrai.

The first researches by the Barrai group, until 1994, focused on some local Italian communities (Ferrara, Perugia, Sicily), and explored both the levels of consanguinity and phenomena due to migration and to isolation by distance.

Later on, when digitalized versions of phone directories became available for many Western countries, the group extended its investigations to all Western Europe, including a very large number of subjects, and covering on average 9% of the total population of Switzerland, Germany, Italy, Austria, Netherlands, Belgium, Spain and France. Some research was devoted also to Venezuela, Argentina and the United States.

The methodology adopted by the Barrai group is clearly exposed in the 1997 paper by Scapoli et al. [77]. The main parameters studied and empirically evaluated in all their papers are the isonymy $I$, intended as a measure of the random component of consanguinity, the $\alpha_F$ coefficient (as defined by Fisher [32]), measuring the surname abundance within a group, the $\nu$ index defined by Karlin and McGregor and proportional to the immigration coefficient, and also the entropy of the surname distribution, expressed by the formula $H = \sum p(i) \ln p(i)$. In the large $N$ limit, when Fisher’s theory holds, one may derive also the relationship $I = 1/N\nu = 1/\alpha_F + 1/N$. Isolation by distance is computed measuring the correlation between the degree of isonymy and the geographic distance between two populations.

A common feature of all the papers by this group of researchers (clearly inspired by Fox and Lasker’s result) is the representation of surname distributions by log-log graphs, turning power laws into linear relationships, and the estimate of the exponent (slope) for each country. Even in the case when all European data are assembled together the power law representation appears to give a reasonable description of the general trend of the distribution.

Very recent contributions, employing and comparing different methodologies in the study of the relationship between population structure and the geographic distribution of surnames, are due to Cheshire et al. [78] and to Boattini et al. [79].

7. Evolution of populations and the dynamics of disordered systems

The attention of theoretical physicists towards the creation and the study of stochastic models appropriate to the description of some dynamical aspects of biological evolution goes back to the Eighties, when the neutralist theory of evolution, stating that the largest part of individual variability has no relevant effects on fitness, became quite popular [80]. Such a theory lends itself very easily to representations typical of the systems studied in statistical mechanics. Models of neutral evolution belong quite naturally to the domain described by the theory of disordered systems, that was having notable developments in the same period.

Among the papers anticipating the issues discussed in the present context it is worth recalling the 1991 article by Derrida and Peliti [81], concerning the evolution of a model for a population of asexually reproducing individuals in a flat fitness landscape (that is in the absence of natural selection).
The basic assumptions of the model are the following: the population has a fixed number $N$ of individuals, with a genome characterized by a sequence of binary units, and the probability for an individual to leave behind $m$ offspring (with its same genome) is a binomial, becoming a Poisson distribution in the large $N$ limit; point mutations are allowed with a constant probability for each generation. The genealogy statistics of the model can be represented by the Annealed Random Map model introduced by Derrida and Bessis [82] in order to describe a dynamical system with stochastic dynamics. For large $N$ it is then possible to calculate exactly the statistics of genealogies, that is the set of probabilities $X_{n_1,\ldots,n_k}(t)$, where $n_i$ is the number of individuals who share the $i$-th ancestor belonging to a set of $k$ individuals who lived at a time $t$ in the past.

This is the starting point for the computation of the average consanguinity $\bar{Y}(t)$, that is the probability that two individuals chosen at random had a common ancestor at the time $t$. Fluctuations of $Y(t)$ may also be computed. Assuming two individuals to belong to the same family if their last common ancestors lived more recently than $t$, it is also possible to compute the probability $Z_k(t)$ that there are exactly $k$ families and the average number of families $\Phi(t)$. The distribution of sizes of families $f(p_1,\ldots,p_k)$, where $p_i$ is the percentage of individuals belonging to the $i$-th family in a set of $k$ families, is related by a simple integral transform to $X_{n_1,\ldots,n_k}$, and it can therefore be computed starting from $Z_k(t)$. The probability distribution $\pi(Y)$ of $Y(t)$ is also obtained from $Z_k(t)$, noticing that $Y(t) = \sum_i p_i^2$, where the sum runs over all families. The mutation probability plays a role in the evaluation of the average genetic variability of a population and of its fluctuations, that do not vanish even in the limit of an infinite population. Many features of the model bear a strong resemblance to similar properties found in the study of disordered systems, like spin glasses.

In the immediately subsequent paper by Serva and Peliti [83] a model of sexual reproduction was considered, and it was shown that in this case fluctuations in the genetic distance among individuals tend to vanish in the limit of an infinite population.

The statistical properties of genealogical trees in a neutral model of a closed population with sexual reproduction and nonoverlapping generations were quantitatively studied in 1999-2000, by theoretical and numerical methods, in the papers by Derrida, Manrubia and Zanette [84, 85, 86].

Starting from an observation by Ohno [87] regarding the repetition of ancestors, Derrida et al. defined $M(r)$ as the number of ancestors appearing $r$ times in a given genealogical tree (more precisely in an Ahnentafel or ancestor table) and the function $F(r) = M(r)/N_A$, where $N_A$ is the total number of different ancestors. They computed by a numerical simulation of the model the distribution of repetitions $F(r)$ as a function of $N_A$ and of the number of generations $G$ and showed that the model could reproduce the empirical values for the repetition of ancestors in the genealogical tree of Edward III (1312-1377), king of England (In passing we notice that it would be quite interesting to extract from the large genealogical data bases now available online a statistically significant collection of values of $F(r)$).

They also measured the probability of repetitions $H(r,n_g)$ at every past generation $n_g \leq G$, making reference to the whole population $N$ at generation $n_g$. After a sufficient number of generations the distribution of the repetitions of ancestors takes a universal form, collapsing to a single curve in the plot of $P(w) \equiv 2^n H(r,n_g)/N$ as a function of $w \equiv rN/2^g$, and the left tail of $P(w)$, for small values of $r$, is a power law with a positive exponent $\beta \approx 0.3$. The fraction $S(n_g)$ of the total population in the oldest generation which is absent from a given genealogical tree can also be estimated, and asymptotically, for large values of $n_g$, the proportion of individuals without descendants reaches a fixed value $S^* \approx 0.203$.

The numerical results are confirmed by analytical calculations based on the assumption that the probability for an individual belonging to a given genealogical tree to have $k$ children belonging to the tree becomes, for large $N$, a Poisson distribution. Then the generating function $g_{n_g}(z)$ for the weights $w(n_g)$ satisfies a recursion equation that has the form of a renormalization group transformation. In the large $n_g$ limit the generating function converges to $g(z)$, the solution of

$$g(z) = \exp[2g(z/2) - 2].$$

The fraction of individuals with no descendants is $S^* = g(-\infty)$ and therefore it solves $S^* = \exp(2S^* - 2)$; numerically $S^* \approx 0.203$. One may also extract the exponent $\beta$ finding $\beta = -\ln S^*/\ln 2 = 0.299$, in excellent agreement with the results of the simulation.

A strictly related issue concerns the possibility of estimating the time to a common ancestor of all present-day individuals, the so-called most recent common ancestor (MRCA).
The first statistical model was introduced and studied by Chang [88], who showed that, assuming complete randomness, the number of generations to the MRCA has a distribution peaked around ln(n), where n is the (constant) number of individuals in the population; moreover, at about 1.77 ln(n) generations before the present, all individuals who have descendants are ancestors of all present-day individuals (identical ancestors point). Computer simulations of a model including substantial population substructure indicate that the MRCA may have lived a few thousand years ago and the identical ancestors point occurred just a few thousand years earlier [89].

It is worth recalling that the notion of MRCA has a limited relevance for the genetics of a population with bisexual reproduction, since gene dilution implies that the genetic contribution of a single ancestor to an individual genome may be flushed out completely in roughly 1000 years.

8. The frequency distribution of surnames (II)

After the publication of the results by Miyazima et al. [90] concerning the surname distribution in Japanese towns, in which the authors found that the number of different family names scales as a power law of the population and also the frequency distribution of Japanese family names is described by a power law, Zanette and Manrubia [91] addressed the problem of the frequency distribution of surnames, starting from the stochastic model proposed by Simon [43] in 1955.

It is worth recalling that Simon’s model is a mathematical representation of a generic Yule process, as defined by Yule [94] in 1925 for the purpose of studying the statistics of biological taxa.

In the original language of species and genera, the process is described as follows: species are added to genera by speciation, with a chance proportional to the family size; under these assumptions the evolution equation for the average number of families $N_k(s)$ with exactly k individuals at step s is (according to Simon):

$$N_k(s+1) = N_k(s) + \beta(s)[(k-1)N_{k-1}(s) - kN_k(s)],$$

$$N_1(s+1) = N_1(s) + \alpha - \beta(s)N_1(s),$$

where $\beta(s) \equiv (1-\alpha)/N(s)$ and $N(s) = N(0) + s$ is the total size of the population.

This equation was considered by Panaretos in the approximation $N_i(s+1) - N_i(s) \approx N_i(s)/N(s)$. However it is possible to solve the equation completely for arbitrary initial conditions, since one easily finds

$$N_1(s) = \frac{\alpha}{2-\alpha} N(s) + \left( N_1(0) - \frac{\alpha}{2-\alpha} N(0) \frac{\Gamma(N(0)) \Gamma(N(s)-1+\alpha)}{\Gamma(N(s)) \Gamma(N(0)-1+\alpha)} \right),$$

and all $N_k(s)$ with $i > 1$ can be recursively obtained.

The term containing all information about the initial condition is in general decreasing as $s^{\alpha-1}$, and as a consequence the recursion may be analyzed asymptotically by the Ansatz $N_k(s) \approx P(k)N(s)$, leading to the (Panaretos) equation $P(k) = (1-\alpha)[(k-1)P(k-1) - kP(k)]$, solved by the Beta function $B(k,1+1/(1-\alpha))$, which Simon called the Yule function.

Therefore the distribution evolves in time towards a (negative) power law, with an exponent $1 + 1/(1-\alpha)$ going to 2 from above when $\alpha$ goes to 0. Since the time interval between steps is inversely proportional to the total population, the evolution equations imply that the total population and the number of surnames grow exponentially in time.

When a mortality rate $\mu$ is introduced in the model, the exponent of the power law is modified to $1 + (1-\mu)/(1-\mu-\alpha)$, but the $\alpha \to 0$ limit is not affected. A disturbing aspect of this theoretical behavior is the fact that the empirical values of the exponent are always lower than 2.
In the same period also Bartley et al. analyzed the mechanisms leading asymptotically to a power law behavior [95]. They considered a model admitting birth and death and the creation of new kinds, and a discrete evolution equation similar to the one examined by Manrubia and Zanette, but they managed to approximate it with a continuum equation for the distribution of surname frequencies \( n(x) \), where the variable \( x \) replaces the number \( k \) of individuals belonging to a family. The resulting equation is of the Fokker-Planck type:

\[
\frac{\partial n}{\partial t} = -k \frac{\partial (xn)}{\partial x} + \frac{1}{2} k_E \frac{\partial^2 (xn)}{\partial x^2},
\]

where \( k = k_B - k_D \) and \( k_E = k_B + k_D \), \( k_B \) and \( k_D \) representing (constant) birth and death rates, and the mutation rate appears in a boundary condition at \( x = 1 \):

Assuming exponential growth in time, a solution of this equation can be found and expressed in terms of the Kummer function \( U(k'/k, 0, 2kx/k_E) \), where \( k' = k + \lambda k_E \) and \( \lambda \) is related to the singleton influx rate. The asymptotic limit for large family sizes shows a power law behavior, with an exponent depending on birth, death and mutation rates and going to 2 from above when the mutation rate goes to zero. However the authors showed that the solution could be approximated by a power law also for smaller values of the family size, yet with exponents less than 2, thus bypassing the difficulty generated by empirical data.

Quite recently Maruvka et al. [96, 97] reconsidered the problem of the surname frequency distribution in the continuum limit, and for small birth and death rates they obtained an equation showing the same structure as the one derived by Bartley et al., but for the explicit presence of the mutation rate in the coefficient of the first term in the r.h.s. and for the appearance of the coefficient \( \sigma^2 \) (standard deviation of the offspring distribution) instead of \( k_E \) in the last term. In this approximation the resulting large \( x \) power law behavior is the same as found by Manrubia and Zanette. In the same paper the authors considered also the problem of family size statistics in a given size subsample of the population.

A quite different approach to the problem of explaining the appearance of power laws was proposed in 2002 by Reed and Hughes [98]. They showed that, when interrupting (or observing) randomly a stochastic process characterized by exponential growth, the distribution of the observed state follows (at least asymptotically) a power law.

Therefore, by considering the evolution of surname distribution as a Galton-Watson branching process and adding a finite probability for the appearance of new surnames (by mutation or immigration), it is possible to show that the distribution of family sizes follows a power law, with an exponent \( 2 + \beta/\delta \) depending on the probability \( \beta \) of appearance of new surnames by mutation and by the growth ratio \( \delta \) of the population, but not dependent on the rate of immigration [99].

A systematic description of the ubiquitous presence of power laws in the description of natural phenomena, of their properties, and of the possible dynamical schemes leading to their appearance was offered in 2005 by M.E.J. Newman [100].

Newman emphasized that one of the most convincing and widely applicable mechanisms for generating power laws is the above described Yule process. An alternative view was originated by the study of critical phenomena (second order phase transitions) in statistical mechanics, and led to the notion of self-organized criticality: as first proposed by Bak, Tang and Wiesenfeld [101], some dynamical systems might possess stable critical points, and therefore they would tend to evolve towards criticality, independent of the initial conditions, and to be characterized by power law behavior. A simple model of self-organized biological evolution was proposed by Bak and Sneppen [102, 103] and solved by de Boer et al. [104].

The most effective approach to the treatment of critical phenomena is based on the renormalization group techniques, which may very well apply to the description of evolutionary models, as discussed in Section 10, despite the still controversial status of self-organized criticality intended as a universal explanation for evolutionary dynamics.

A phenomenological approach to the fitting of family name distributions, with special reference to the Japanese family names studied by Miyazima et al., was recently advocated by Yamada and Iguchi who stressed the advantages of employing the q-exponential function [105].
9. The master equation approach

Recent studies originated by the diachronic and synchronic analysis of Korean surnames [106, 107] led to the formulation of a model for population dynamics expressed in terms of a master equation [108], whose variables are the probabilities \( P_{j,s}(k,t) \) for a family to have \( k \) members at time \( t \) if the number of members at time \( s \) was \( j \) (with the obvious initial condition \( P_{j,s}(k,s) = \delta_{jk} \)). The time evolution of \( P_{j,s}(k,t) \) is governed by the differential equation

\[
\frac{dP_{j,s}(k,t)}{dt} = \lambda(k-1,t)P_{j,s}(k-1,t) + [\mu(k+1,t) + \beta(k+1,t)]P_{j,s}(k+1,t) - [\lambda(k,t) + \mu(k,t) + \beta(k,t)]P_{j,s}(k,t),
\]

where time is treated as a continuous variable.

The parametric dependence on the birth, death and surname change probabilities at time \( t \) is expressed by the functions \( \lambda(k,t) \) (birth rate), \( \mu(k,t) \) (death rate) and \( \beta(k,t) \) (surname creation rate), with the assumption that all these probabilities are proportional to \( k \) and have the same time dependence \( \phi(t) \).

The master equation can be formally solved for assigned values of \( j \) and \( s \) by the introduction of a generating function

\[
\Psi_{j,s}(z,t) = \sum_{k=0}^{\infty} P_{j,s}(k,t)z^k,
\]

satisfying the partial differential equation

\[
\frac{1}{\lambda \phi} \frac{\partial \Psi}{\partial t} = (z-1)(z-\bar{\mu}) \frac{\partial \Psi}{\partial z},
\]

where \( \bar{\mu} = (\mu + \beta) / \lambda \).

In particular, introducing a new “time” variable \( \tau \) defined by \( d\tau = \lambda \phi \, dt \), one can solve explicitly the case \( j = 1 \) (assuming the family originated at time \( s \)), finding

\[
P_{1,s}(0,t) = \bar{\mu} \eta \quad \quad P_{1,s}(k,t) = \eta^{k-1}(1 - \eta)(1 - \bar{\mu} \eta),
\]

where \( \eta = 1 - R/1 - \bar{\mu} R \), with \( R \equiv \exp[-(1 - \bar{\mu})(\tau - \sigma)] \); notice that the expression for \( P_{1,s}(0,t) \) corrects a serious misprint in the original paper.

Therefore the overall distribution of surnames in the population can be obtained once the number of surnames appeared at each time \( s \) is known. \( P(k,t) \) is therefore fully determined given the function \( \Pi(s) \) representing the rate at which families are introduced. The number of family names is \( N_f(t) = \int_0^t \Pi(s) \, ds \), and the resulting population distribution at time \( t \) is given by

\[
N_f(t)P(k,t) = \int_0^t P_{1,s}(k,t) \Pi(s) \, ds.
\]

Defining \( \bar{k}_s(t) = \sum_k k P_{1,s}(k,t) \) (expected family size at time \( t \)), the total population is

\[
N(t) = \sum_k k N_f(t)P(k,t) = \int_0^t \bar{k}_s(t) \Pi(s) \, ds.
\]

The above described model is quite general, and it encompasses in particular the widely used Simon model, which can be seen as the special case when \( \Pi(s) \) is constant and \( \phi(t) \) is proportional to \( 1/N(t) \), where \( N(t) \) is the total population at time \( t \).

It is possible to represent the case of a population in which both mutation and migration are present, assuming that the number of surnames appearing at each time has two components, of which one is constant in order to take into account immigration, while the other is proportional to \( N \), in order to take into account mutations: \( \Pi(s) = M + \beta N(s) \).
An exponentially growing population can be described by the assumption that \( \phi(t) = 1 \), implying that 
\[
(1 - \bar{\mu})(\tau - \sigma) = (\lambda - \mu - \beta)(t - s).
\]
It is then possible to show that 
\[
\bar{k}_s(t) = \exp[\lambda(t - s)] \quad \text{and} \quad N(t) = N(0) \exp[(\lambda - \mu)t + \frac{M}{\lambda - \mu} \exp[(\lambda - \mu)t] - 1].
\]
As expected the result is independent of the coefficient \( \beta \), related to surname change and therefore not
affecting the total population.
In the absence of mutations the probability for a family to have \( k \) members at time \( t \) is given by the
(time dependent) Fisher distribution:
\[
P(k, t) = \frac{1}{Mk} \eta(t)^k, \quad \eta(t) = \frac{1 - \exp[-(\lambda - \mu)t]}{1 - \bar{\mu} \exp[-(\lambda - \mu)t]} \equiv \frac{N(t)}{N(t) + \frac{M}{\lambda}}, \quad N_f(t) = Mt,
\]
and in the long run, since \( \eta \to 1 \), \( P(k, t) \) becomes proportional to \( 1/k \), while the number of surnames \( N_f(t) \)
grows in time like \( \ln N(t) \). These results seem to describe quite accurately the case of Korea and China, as
they are known on historical grounds.
When admitting the possibility of mutations, since \( N(t) \) grows exponentially, in the long run also \( \Pi(s) \)
and the number of surnames grow proportionally to \( N \). It is possible to show that the asymptotic behavior
of \( P(k, t) \) is proportional to \( k^{-\gamma} \) where
\[
\gamma = 2 + \frac{\beta}{\lambda - \mu - \beta}.
\]
The exponent of the distribution is near to 2, and in any case it depends on the growth ratio of the
population and on the mutation coefficient, in agreement with the result of Reed and Hughes. In the limit
\( \beta \ll \lambda - \mu \) the number of family names is proportional to the total population: \( N_f/N \to \beta/(\lambda - \mu) \).
However one must keep in mind that the limit \( \beta \to 0 \) is singular, as implied by the previous results.
Comparison with previous results by Manrubia and Zanette may be obtained keeping in mind the fol-
lowing correspondences: \( \beta = \alpha \lambda, \mu = \bar{\mu} \lambda \) and \( \gamma = 1 + c \).
A subtle criticism to all approaches refers to the absence of any discussion on the effects of sampling.
In fact, there are good reasons to presume that the distribution parameters will in general depend on the
absolute and relative size of the sample, and the deduction of quantitative properties referring to the whole
population may not be straightforward. Because of the relevance of this issue and since no systematic
treatment is available in the literature, we devoted Appendix A to a discussion of the effects of sampling on
generic discrete frequency distributions and Appendix B to the description of a possible parametrization for
distributions originated by sampling of large populations.

10. The renormalization group approach

The applicability of field theoretical methods to classical evolution processes can be traced back to the
Fock space formalism for classical objects first introduced by Doi [109] and later reformulated by several
authors.
A strong motivation for this approach comes from the evidence that many evolution processes lead to
some sort of scale invariance, and as a consequence to the appearance of power law behavior; the property
of scale invariance has been quite successfully described and explained in the context of field theory by the
methods based on the Renormalization Group (RG).
The first instances of a concrete application of these methods to birth-death processes can be found in
the papers by Goldenfeld [110] and by Peliti [111], who cast the Fock space formalism in a path integral
form and applied it to general birth-death processes on a lattice, recovering existing field theories of such
processes in the continuum limit.
Further significant developments are contained in the paper by Jarvis et al. [112], aimed at a path integral
formulation for branching processes, including the Feynman rules for a concrete evaluation of probabilities
in the perturbative regime.
The RG approach was applied directly to the study of family name distribution in an article by De Luca and Rossi [113]. The starting point was a representation of the Galton-Watson branching process in a Hilbert space. Reproduction governed by chance is seen as a decay process described by a non-Hermitian Hamiltonian and by the corresponding evolution operator

\[ H(t) = f(a_{t+1}^\dagger)a_t, \quad U(t) = \exp(H(t)), \]

where creation and destruction operators are introduced with the usual commutation rules, the Hilbert space is obtained acting on the vacuum Fock state with polynomials in \( a_t^\dagger \) and

\[ f(z) = \sum_{n=1}^{\infty} p_n z^n, \]

\( p_n \) being the probability for an individual to have \( n \) sons, with the conditions \( f(1) = 1 \) and \( f'(1) > 1 \) (because of the assumption of a growing population).

The evolution equation for the frequency distribution of surnames is obtained from the evolution of the state \( |n(t)\rangle = \sum_{k=0}^{\infty} N(k,t)|k,t\rangle \), where \( N(k,t) \) is the number of family names represented by \( k \) individuals at time \( t \) and \( |k,t\rangle = (a_t^\dagger t)^k|0\rangle \).

In the case of presence of immigration and absence of mutation, defining \( |\theta(t)\rangle = \sum_{k=0}^{\infty} \theta(k)|k,t\rangle \), where \( \theta(k) \) is the number of new family names represented by \( k \) individuals appearing in the system at each time step, the evolution equation is \( |n(t+1)\rangle = U(t)|n(t)\rangle + |\theta(t)\rangle \).

By applying the map \( |k,t\rangle \rightarrow z_k^t \) from the Hilbert space to \( C^\infty[0,1] \) the equation can be turned into

\[ n_{t+1}(z) = n_t(f(z)) + \theta(z), \]

where \( n_t(z) = \sum_{k=0}^{\infty} N(k,t) z^k \) and \( \theta(z) = \sum_{k=0}^{\infty} \theta(k) z^k \), and the equation is formally solved by

\[ n_t(z) = n_0 f_t(z) + \sum_{k=0}^{t-1} \theta(f_k(z)), \]

where \( f_k(z) \) indicates the function \( f(z) \) iterated \( k \) times.

The average number of individuals and surnames at time \( t \) can be easily found to be

\[ N_t = (N_0 + \frac{\Theta_0}{m-1})m^t - \frac{\Theta_0}{m-1}, \quad S_t = S_0 + tT_0, \]

where we have defined \( m \equiv f'(1) \) and

\[ N_t = n_t'(1) = \sum kN(k,t), \quad S_t = n_t(1) = \sum N(k,t), \quad \Theta_0 = \theta'(1) = \sum k\theta(k), \quad T_0 = \theta(1) = \sum \theta(k). \]

Notice that the evolution equation is formally analogous to the equations coming from the RG approach, and can therefore be studied by methods usually applied in the context of critical phenomena. Criticality corresponds to the proximity of the fixed point of \( f(z) \), solving \( f(z^*) = z^* \). Since \( f(z) \) is convex and \( m > 1 \) there are three solutions: \( q < 1, 1, \infty \) and \( q \) is attractive, while 1 is repulsive.

Expanding around \( z = 1 \) one finds that \( n(z) \) has a logarithmic singularity \( n(z) \approx \ln(1 - z) \), implying that, for large \( k \) and large \( t \), \( N(k,t) \) behaves like \( 1/k \), and this behavior is totally independent of the initial conditions and of the distribution of the immigrating families.

When immigration is suppressed and mutations are allowed, the Galton-Watson process must be modified since only a fraction \( 1 - \alpha \) of the offspring holds the same family name and the remaining part is added to the families of size 1. The modified evolution equation is

\[ n_{t+1}(z) = N_t(f(z^{1-\alpha})) + \alpha mN_tz, \]

and \( N_t = N_0 m^t \), since mutations do not contribute to the total number of individuals.
Defining \( r(z) = f(z^{1-\alpha}) \) one can write down the formal solution of the equation:

\[
n_t(z) = n_0(r_t(z)) + \alpha N_0 \sum_{k=0}^{t-1} m^{t-k} r_k(z).
\]

No limit in \( t \) can exist for \( n_t(z) \), but it is possible to obtain a limit for the function \( \eta_t(z) \equiv n_t(z)m^{-t} \), basically corresponding to a distribution normalized to the total number of families, and satisfying

\[
\eta_{t+1}(z) = \frac{1}{m} \eta_t(r(z)) + \alpha N_0 z.
\]

Assuming that in the \( t \to \infty \) limit \( \eta(z) \to (1-z)^{\gamma-1} \) and applying standard RG arguments one may find that

\[
\gamma = 1 + \frac{\ln(m)}{\ln(r(1))} = 1 + \frac{\ln(m)}{\ln(m) + \ln(1-\alpha)} \approx 2 + \frac{\alpha}{\ln(m)}.
\]

Again the result is completely independent of the initial conditions and of the offspring distribution. In both cases the exponents are consistent with those obtained by the master equation approach and by previous authors.

11. Conclusions and perspectives

A large amount of theoretical and experimental effort has been spent in the study of surname distributions and their connection with the genetic properties of human populations. Nevertheless there is certainly much space left for more thorough and systematic comparisons between surname data and Y chromosome haplotypes, notwithstanding some evidence that such comparisons may really make sense only for sufficiently rare surnames. We cannot expect to learn much from DNA studies applied to obviously polyphyletic surnames, apart from the possibility of employing them for the selection of ethnically characterized control groups. The dominant presence of surnames showing multiple origin questions seriously also the possibility of adopting isonymy as a reliable quantitative indicator of inbreeding. In turn the relative abundance of the most common surnames, together with their linguistic and ethnic characterization, makes them quite useful for the study of massive migrations, whose statistical relevance may be estimated only in the presence of a substantial number of recognizable subjects.

The convergent results of a few different approaches in identifying the functional dependence of the exponents appearing in the surname frequency distributions from a few typical parameters (birth, death, mutation and migration rates) is certainly encouraging, especially when comparison with historical data, if it turns out to be possible, seemed to confirm systematically the theoretical predictions. However, one cannot forget that all results were derived under the assumption of exponentially growing populations; it would be important to explore different scenarios, possibly with the help of a more systematic use of numerical simulations.

More generally, past and present experience seems to suggest that the study of surnames would greatly benefit from an interdisciplinary approach going beyond the, albeit certainly fruitful, interaction between biologists and physicists, and opening itself systematically to the contributions that may come from experts in linguistics, in historical demography, in family history and in sociology. Such collaborations could help to shed clearer light on some of the above mentioned problems. We only mention here the real dynamics of population growth, the empirical data on migrations, the fixation time of surnames and their single or multiple origin, the experimental relationship between surnames and pedigrees, including the phenomenological estimates of the surname mutation rate, the historical data on the repetition of ancestors, and last but not least the conceptual problem of the real neutrality of surname propagation, which has always assumed without a compelling evidence, especially in the light of past social (and ethnic) conventions and practices regarding marriage choices and policies. A few interdisciplinary initiatives have already taken place, and some interesting results have emerged from the interaction [114, 115, 116, 117].

16
Appendix A. The effects of sampling on discrete frequency distributions

We are considering a set of \( N \) objects (“individuals”) belonging to \( S \) different kinds (“species”).

A sample is a set of \( n \) objects, randomly extracted from the original set, and belonging to \( S' \leq S \) different kinds.

A frequency distribution is a set of values \( \{ N_k \} \), where \( N_k \) is the number of kinds such that for each of them there are \( k \) objects in the original set. According to the definition, the following conditions must be satisfied:

\[
\sum_{k=1}^{N} N_k = S, \quad \sum_{k=1}^{N} k N_k = N.
\]

The frequency distribution of a sample is a set of values \( \{ n_l \} \), satisfying the conditions

\[
\sum_{l=0}^{n} n_l = S, \quad \sum_{l=1}^{n} l n_l = n.
\]

Notice that the frequency distribution of a sample includes the value \( n_0 \), corresponding to the number of kinds, present in the original set, which are not represented in the sample.

It is in principle possible to compute the probability of any sample distribution \( \{ n_l \} \) as a function of a given set \( \{ N_k \} \). To this purpose it is convenient to define the intermediate variables \( N_{kl} \), representing the (random) number of kinds characterized by \( k \) objects in the original set and by \( l \ (l \leq k) \) objects in the sample. The variables \( N_{kl} \) are strongly constrained, since they must satisfy all the conditions:

\[
\sum_{l=0}^{n} N_{kl} = N_k, \quad \sum_{k=1}^{N} N_{kl} = n_l, \quad \sum_{k=1}^{N} \sum_{l=0}^{n} N_{kl} = N_k.
\]

The probability \( P_{\{N_{kl}\}} \) of a specific configuration \( \{ N_{kl} \} \) follows from the general probability formula [118]:

\[
P_{\{N_{kl}\}} = \left( \frac{N}{n} \right)^{-1} \prod_{k=1}^{N} \left[ \frac{N_k!}{N_{kl}!} \frac{1}{\binom{k}{l}} \right] ^{N_{kl}},
\]

subject to the constraint \( \sum_{l=0}^{n} N_{kl} = N_k \).

The probability of finding a frequency distribution \( \{ n_l \} \) in a sample is then obtained by summing the probabilities \( P_{\{N_{kl}\}} \) over all configurations satisfying the constraint \( \sum_{k=1}^{N} N_{kl} = n_l \).

In practice it is not possible to obtain simple closed formulas for \( P_{\{n_l\}} \). However we shall be interested only in the expectation values \( < n_l > \) of the frequency distribution, and these can be computed rather explicitly starting from the above expressions and from the relationship

\[
< n_l >= \sum_{k=1}^{N} N_{kl} P_{\{N_{kl}\}} = \sum_{k=1}^{N} \sum_{l=0}^{n} N_{kl} P_{\{N_{kl}\}},
\]

Straightforward manipulations lead to the results

\[
< N_{kl} >= N_k \frac{k}{l} \binom{n-i}{n} \binom{N-k}{n-i}, \quad < n_l > = \frac{\sum_{k=1}^{N} N_k \frac{k}{l} \binom{n-i}{n}}{\binom{N}{n}}.
\]

In order to fully appreciate the relevance of considerations based on the expectation values we must evaluate the weight of the fluctuations:

\[
< n_l^2 > - < n_l >^2 = \sum_{k,k'} N_k N_{k'} \frac{k}{l} \frac{k'}{l'} \left[ \frac{(N-k-k')}{(n-l)} - \frac{(N-k-n-l)}{(n-n-l)} \right] + \sum_{k} N_k \frac{k}{l} \left[ \frac{(N-k-n-l)}{(n-l)} - \frac{(N-k-n-2l)}{(n-l)} \right].
\]
A very relevant limit of the above result may be obtained when considering the (rather typical) case $k, l \ll N, n$. In this limit

$$< n_t > = \sum_{k=1}^{N} N_k \left( \binom{k}{l} \left( \frac{n}{N} \right)^l \left( 1 - \frac{n}{N} \right)^{k-l} \right) = \sum_{k=1}^{N} N_k P_{kl},$$

where the definition of $P_{kl}$ follows from the above equation.

We can also estimate the behavior of fluctuations when $k, l \ll N, n$:

$$< n_t^2 > - < n_t >^2 = \sum_{k} N_k P_{kl} (1 - P_{kl}).$$

The above expression is always smaller than $< n_t >$ and as a consequence fluctuations become irrelevant for sufficiently large values of $< n_t >$.

In the same limit we may derive a very important relationship between the generating function of the original frequency distribution and the generating function of the expectation values of its samples: defining

$$G(z) = \sum_{k=1}^{N} N_k (1 - \frac{z}{N})^k, \quad g(z) = \sum_{l=0}^{n} < n_t > (1 - \frac{z}{n})^l,$$

replacing the expression found for $< n_t >$ in $g(z)$ and exchanging the order of summations we obtain

$$g(z) = G(z).$$

It is very important to be able to define a set of expectation values that are independent of the size of the sample, and therefore may reflect very directly the properties of the original frequency distribution.

Some algebraic manipulation allows to prove that

$$\left( \begin{array}{c} n \\ p \end{array} \right)^{-1} \sum_{l=p}^{n} < n_t > \left( \begin{array}{c} l \\ p \end{array} \right) = \left( \begin{array}{c} N \\ p \end{array} \right)^{-1} \sum_{k=p}^{N} N_k \left( \begin{array}{c} k \\ p \end{array} \right).$$

Hence the following equations hold for all $p \leq n$:

$$< m_p^{(n)} > = \left( \frac{n - p} {n!} \right) \sum_{l=p}^{n} n_t \left( \begin{array}{c} l \\ p \end{array} \right) = \frac{(N - p)!}{N!} \sum_{k=p}^{N} N_k \left( \begin{array}{c} k \\ p \end{array} \right) = M_p.$$

The expectation values of the “moments” $m_p^{(n)}$ evaluated for samples of arbitrary size $n$ coincide with the “moments” $M_p$ of the original frequency distribution, as long as $p \leq n$.

In the limit $k, l \ll N, n$ the definition of $m_p^{(n)}$ simplifies to

$$m_p^{(n)} \to \frac{1}{n^p} \sum_{l=p}^{n} n_t \left( \begin{array}{c} l \\ p \end{array} \right),$$

and the fact that $< m_p^{(n)} >$ are independent of the size of the sample then follows as a trivial consequence of the relationship $g(z) = G(z)$, holding in the same limit and allowing the interpretation of $G(z)$ as the generating function of the invariant moments. The explicit expression of the first few invariant moments is:

$$M_0 = S, \quad M_1 = 1, \quad M_2 \to \frac{1}{2N^2} \sum_{k=1}^{N} k(k-1)N_k = \frac{1}{2n^2} \sum_{l=0}^{n} l(l-1) < n_t > = \frac{1}{2\alpha_F}.$$  

An important test of randomness in sampling is offered by the measure of the correlation between two different samples. Let’s consider two random samples, characterized by their sizes $n$ and $m$. The expected correlation between the two samples can be expressed in terms of the above defined parameter $\alpha_F$:

$$< C > = \frac{\frac{1}{\alpha_F} + \frac{1}{n}}{\sqrt{\frac{1}{\alpha_F} + \frac{1}{n}} + \frac{1}{\sqrt{\alpha_F} + \frac{1}{m}}}.$$
Appendix B. Parametrization of surname distributions

For the purpose of fitting surname distributions originated by sampling of large populations, it is especially interesting to consider the class of negative binomial distributions, such that

\[ N_k = \frac{N (1 - x)^{1-c} \Gamma(k - c)}{x \Gamma(1 - c) k!} x^k, \]

where $0 < x < 1$ and the parameter $c$ is assumed to vary in the range $0 \leq c < 1$.

The asymptotic behaviour of the distribution for large $k$ is easily obtained by observing that in this limit

\[ N_k \to \frac{N (1 - x)^{1-c} x^k}{x \Gamma(1 - c) k^{1+c}}. \]

One can now compute the generating function for the expectation values of the samples according to the general rule previously discussed and, having defined

\[ y = \frac{n N x}{(1 - x + n N x)}, \]

one finds the very convenient property that that the distribution of the samples has the same form as the original distribution, once the replacements $N \to n$ and $x \to y$ have been performed.

It is possible to define the invariant combination of parameters

\[ \beta_F \equiv (1 - c)\alpha_F = N \frac{1 - x}{x} = n \frac{1 - y}{y}, \]

independent of the dimension of the sample, and it is useful to represent $x$ and $y$ in a form showing their dependence on the dimension of the sample and on the invariant parameter $\beta_F$:

\[ x = \frac{N}{\beta_F + N}, \quad y = \frac{n}{\beta_F + n}. \]

As long as $\beta_F$ has a finite value, the large $N$ limit corresponds to the limit $x \to 1$. The most attractive feature of these distributions is then the property that in the large $N$ limit, for sufficiently large values of $k$, the values of $N_k$ tend to satisfy the recursion equation characterizing the Yule function.

It is now possible to evaluate the invariant moments from the expression

\[ G_c(z) - G_c(0) = \frac{\beta_F}{c} \left[ 1 - \left( 1 + \frac{z}{\beta_F} \right)^c \right], \]

showing no explicit parametric dependence on $N$, as expected; we therefore obtain (for $p \neq 0$)

\[ M_p = \frac{\beta_F^{1-p}}{\Gamma(1-c)} \frac{\Gamma(p-c)}{p!} \to \frac{1}{\Gamma(1-c)} \frac{\beta_F^{1-p}}{p^{1+c}}. \]

The limit of the above results when $c \to 0$ is smooth, and it corresponds to Fisher distribution, such that

\[ N_k = \beta_F \frac{x^k}{k} \quad n_t = \beta_F \frac{y^l}{l}, \quad M_p = \frac{\beta_F^{1-p}}{p}, \quad \beta_F = \alpha_F. \]
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