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1. Path integrals in quantum mechanics. Euclidean formulation of quantum

mechanics. Path integral for a harmonic oscillator. An analogy between the

Euclidean formulation of quantum mechanics in D dimensions and statistical

mechanics in D spatial and 1 temporal dimensions in equilibrium.

The concept of path integrals in quantum mechanics stems from the famous gedankenexper-

iment, that is the thought experiment, where electrons emitted by some source pass through

two slots and, after that, are detected on a screen [1]. The slots are located symmetrically

with respect to the line, which goes through the emitter perpendicularly to the screen. One

measures the probability P (x) for an electron to be detected on the screen at a distance

x from this line. Since electrons are particles, one could guess that an electron definitely

passes through one of the two slots, and therefore P (x) = P1(x) + P2(x). Here, P1(x) is the

probability measured with the closed slot number 2, and P2(x) is the probability measured

with the closed slot number 1. Experimentally, however, when both slots are kept open,

one observes a picture corresponding to the intensity distribution, which appears from the

interference of two waves. For this reason, one can assume that the process is described

by some (complex-valued) probability amplitude ϕ(x), and it is this amplitude which is an

additive quantity. That means the probability is expressed in terms of the amplitude as

P (x) = |ϕ(x)|2, where ϕ(x) = ϕ1(x) + ϕ2(x).

Using light, namely the Compton scattering of photons off the electrons, one can try to

detect which of the two slots a given electron passes through. As a result, one can know

for sure that the electron passes through the slot number 1 or through the slot number

2, and therefore the probability itself becomes additive, P (x) = P1(x) + P2(x). That is,

however, only possible provided one can register a photon scattered off the electron. In

the course of scattering, such a photon with the wavelength λ transfers to the electron a

momentum of the order of ~/λ. Thus, an ambiguity of this order of magnitude appears

in the measured momentum of the detected electron, that is the origin of the Heisenberg

uncertainty principle. Only with the increase of the physical influence (used to detect which

of the two slots the electron has passed through) up to the point where the interference

picture is lost completely, does one arrive at the additive probability.

In the thought experiment suggested by Richard Feynman, one increases the number of

slots, as well as of intermediate screens with the slots. Essentially, one can imagine the



3

whole space consisting of such infinitesimal slots at every point. This way, one arrives at an

idea of the integral over trajectories, or the path integral. The probability amplitude for a

particle located at the space point xa at the moment of time ta to be, at a later moment tb,

detected at the space point xb is given by the formal sum

〈xb, tb|xa, ta〉 =
∑

{x(t)}
eiS[x(t)]/~.

This sum runs over all paths {x(t)} connecting these two space points in such a way that

x(ta) = xa and x(tb) = xb. Here, S[x(t)] =
∫ tb
ta
dtL(x, ẋ) is the action of the particle,

corresponding to the Lagrangian L. The method of path integration [1] aims at a calculation

of such sums for various physical systems.

We start with a calculation of the one-dimensional quantum-mechanical path integral for

a free particle. First, we use the so-called Method of mathematical induction to prove that

∫ +∞

−∞
dq1 · · · dqn exp

{

iλ
[

(q1 − q′)2 + (q2 − q1)
2 + · · ·+ (q′′ − qn)

2
]}

=

=

√

(

iπ

λ

)n
1

n+ 1
· e iλ(q′′−q′)2

n+1 (1)

For n = 1, using the formula
∫ +∞
−∞ dxeax

2+bx =
√

π
−ae

− b2

4a , we have

∫ +∞

−∞
dq1e

iλ[(q1−q′)2+(q′′−q1)2] =

∫ +∞

−∞
dq1e

iλ[2q21−2q1(q′+q′′)+q′2+q′′2] =

= eiλ(q′2+q′′2)

√

π

−2iλ
· e− iλ

2
(q′+q′′)2 =

√

iπ

λ
· 1

2
· e iλ

2
(q′′−q′)2 .

Further, assuming the validity of Eq. (1), let us prove that

∫ +∞

−∞
dq1 · · · dqn+1 exp

{

iλ
[

(q1 − q′)2 + · · ·+ (q′′ − qn+1)
2
]}

=

=

√

(

iπ

λ

)n+1
1

n+ 2
· e iλ(q′′−q′)2

n+2 . (2)

We have

∫ +∞

−∞
dq1 · · · dqn+1 exp

{

iλ
[

(q1 − q′)2 + · · ·+ (qn+1 − qn)
2 + (q′′ − qn+1)

2
]}

=

=

√

(

iπ

λ

)n
1

n+ 1

∫ +∞

−∞
dqn+1 exp

[

iλ

n + 1
(qn+1 − q′)2 + iλ(q′′ − qn+1)

2

]

=
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=

√

(

iπ

λ

)n
1

n+ 1
· eiλ

„

q′2
n+1

+q′′2
«

·
√

π(n + 1)

−iλ(n + 2)
· e

4λ2
„

q′
n+1+q′′

«2
(n+1)

4iλ(n+2) =

=

√

(

iπ

λ

)n+1
1

n+ 2
· exp

{

iλ

[

q′2

n+ 1
+ q′′2 − 1

n + 2

(

q′2

n + 1
+ 2q′q′′ + (n+ 1)q′′2

)]}

.

Noting that

q′2

n+ 1
+ q′′2 − 1

n + 2

(

q′2

n + 1
+ 2q′q′′ + (n+ 1)q′′2

)

=
(q′ − q′′)2

n+ 2
,

we see that Eq. (2) is proven.

We now find an n-dependent constant A(n) in the integration measure

Dq(t) = lim
n→∞

A(n) dq1 · · · dqn.

Consider the Lagrangian of a free particle, L = mq̇2

2
. One has

〈q′′, t′′|q′, t′〉 =

∫

Dq ei
R t′′
t′ Ldt =

= lim
n→∞

A(n)

∫ +∞

−∞
dq1 · · ·dqn exp

{

im

2ε

[

(q1 − q′)2 + · · ·+ (q′′ − qn)
2
]

}

=

= lim
n→∞

A(n)

(

2πiε

m

)n/2
1√
n+ 1

· e im
2ε(n+1)

(q′′−q′)2 .

Noting that n+ 1 = t′′−t′
ε

, we continue:

〈q′′, t′′|q′, t′〉 ==
e

im(q′′−q′)2
2(t′′−t′)

√
t′′ − t′

· lim
n→∞

[

A(n) · εn+1
2 ·

(

2πi

m

)n/2
]

.

Using finally the identity

ε
n+1

2 ·
(

2πi

m

)n/2

=
( m

2πi

)1/2

·
(

2πiε

m

)
n+1

2

,

we obtain

〈q′′, t′′|q′, t′〉 ==

√

m

2πi(t′′ − t′)
· e

im(q′′−q′)2
2(t′′−t′) · lim

n→∞

[

A(n) ·
(

2πiε

m

)
n+1

2

]

.

A normalization condition, which eliminates the n-dependence completely, can be imposed

by demanding limn→∞[· · ·] to be equal to a constant. This constant is conventionally fixed

to 1, that yields the desired result

A(n) =
( m

2πiε

)
n+1

2
. (3)
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The amplitude of transition during the time (t′′ − t′) can be represented as an infinite

product of amplitudes describing transitions over infinitesimal time intervals:

〈q′′, t′′|q′, t′〉 = lim
n→∞

∫ +∞

−∞
dq1 · · · dqn 〈q′′, t′′|qn, tn〉〈qn, tn|qn−1, tn−1〉 · · · 〈q1, t1|q′, t′〉,

where |q, t〉 = eiHt |q〉. An amplitude over an infinitesimal time interval can be evaluated as

follows:

〈qk+1, tk+1|qk, tk〉 = 〈qk+1|e−iεH |qk〉 ≃ 〈qk+1|(1 − iεH)|qk〉 =

= δ(qk+1 − qk) − iε〈qk+1|H|qk〉 =

∫ +∞

−∞

dpk
2π

eipk(qk+1−qk) − iε〈qk+1|H|qk〉. (4)

For a Hamiltonian of the general form, H = p̂2

2m
+ V (q), we have

〈

qk+1

∣

∣

∣

∣

p̂2

2m

∣

∣

∣

∣

qk

〉

=

∫ +∞

−∞
dp′
∫ +∞

−∞
dp〈qk+1|p′〉

〈

p′
∣

∣

∣

∣

p̂2

2m

∣

∣

∣

∣

p

〉

〈p|qk〉 =

=

∫ +∞

−∞

dp′dp

2π
ei(p

′qk+1−pqk) · p
2

2m
· δ(p− p′) =

∫ +∞

−∞

dp

2π
eip(qk+1−qk) · p

2

2m
,

〈qk+1|V (q)|qk〉 ≃ V

(

qk+1 + qk
2

)

· 〈qk+1|qk〉 =

∫ +∞

−∞

dp

2π
eip(qk+1−qk)V (q̄k).

Here, in the second step, we have used the equality 〈qk+1|p′〉 = eip′qk+1√
2π

, and in the last step

we have denoted q̄k ≡ qk+1+qk
2

, and used the equality 〈qk+1|qk〉 = δ(qk+1 − qk). Altogether,

we can write

〈qk+1|H|qk〉 =

∫ +∞

−∞

dp

2π
eip(qk+1−qk)H(p, q̄k),

where H(p, q̄k) = p2

2m
+ V (q̄k), and Eq. (4) reads

〈qk+1, tk+1|qk, tk〉 =

∫ +∞

−∞

dpk
2π

eipk(qk+1−qk)[1 − iεH(pk, q̄k)].

Promoting the ε-term back to the exponential, we have

〈qk+1, tk+1|qk, tk〉 =

∫ +∞

−∞

dpk
2π

eipk(qk+1−qk)−iεH(pk,q̄k).
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Therefore, noting that q0 = q′, qn+1 = q′′, one has

〈q′′, t′′|q′, t′〉 = lim
n→∞

∫ +∞

−∞
dq1 · · · dqn

dp0

2π
· · · dpn

2π
exp

{

i
n
∑

k=0

[pk(qk+1 − qk) − ǫH(pk, q̄k)]

}

.

This expression can symbolically be written as

〈q′′, t′′|q′, t′〉 =

∫ DqDp
2π

exp

{

i

∫ t′′

t′
dt [pq̇ −H(p, q)]

}

.

This formula is a general expression for the case when H = (any function of p̂) + (any

function of q). In the continuum limit, q is a function of t, and we are left with the integral

over functions, i.e. the functional integral. Note that p(t) is also a function, not an operator,

and {q(t), p(t)} are trajectories in the phase space. Furthermore, the Gaussian p-integrations

in the formula

〈q′′, t′′|q′, t′〉 =

= lim
n→∞

∫ +∞

−∞
dq1 · · · dqn

dp0

2π
· · · dpn

2π
exp

{

i
n
∑

k=0

[

pk(qk+1 − qk) −
p2
k

2m
· ε− V (q̄k) · ε

]

}

can be performed explicitly:

∫ +∞

−∞

dpk
2π

exp

{

i

[

pk(qk+1 − qk) −
p2
k

2m
· ε
]}

=

√

m

2πiε
e

im(qk+1−qk)2

2ε .

In particular, in the free-particle case, V ≡ 0, one has

〈q′′, t′′|q′, t′〉 = lim
n→∞

( m

2πiε

)
n+1

2

∫ +∞

−∞
dq1 · · · dqn exp

{

im

2ǫ

[

(q′ − q1)
2 + · · ·+ (q′′ − qn)

2
]

}

,

recovering in this way Eq. (3) for A(n).

We reproduce now the Schrödinger equation in the limit t′′ → t′, where the particle

does not manage to move somewhat significantly away from q′. We introduce the following

notations: K(q′′, t′′|q′, t′) ≡ 〈q′′, t′′|q′, t′〉, t′ = t, q′ = y, q′′ = x, t′′ = t+ ε, y − x = ξ. Then

ψ(x, t+ ε) =

∫ +∞

−∞
dyK(x, t+ ε|y, t)ψ(y, t), where

K(x, t+ ε|y, t) =

√

m

2πiε
exp

[

im

2ε
(x− y)2 − iεV

(

x+ y

2

)]

.

Expanding both sides of this integral equation for ψ up to the terms linear in ε, we have

ψ(x, t) + ε
∂

∂t
ψ(x, t) =

√

m

2πiε

∫ +∞

−∞
dξ exp

[

imξ2

2ε
− iεV

(

x+
ξ

2

)]

ψ(x+ ξ, t) ≃
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≃
√

m

2πiε

∫ +∞

−∞
dξe

imξ2

2ε [1 − iεV (x)]

[

ψ(x, t) + ξ
∂ψ

∂x
+
ξ2

2

∂2ψ

∂x2

]

= ψ(x, t) +

√

m

2πiε
×

×
{

∂ψ

∂x
·
∫ +∞

−∞
dξ · ξ · e imξ2

2ε +
1

2

∂2ψ

∂x2
·
∫ +∞

−∞
dξ · ξ2 · e imξ2

2ε − iεV (x)ψ ·
∫ +∞

−∞
dξe

imξ2

2ε

}

=

= ψ +
iε

2m

∂2ψ

∂x2
− iεV (x)ψ.

Thus, one arrives at the Schrödinger equation

i
∂ψ

∂t
= − 1

2m
· ∂

2ψ

∂x2
+ V (x)ψ.

Indeed, when the dependence on the Planck constant ~ is restored, one has

K(x, t+ ε|y, t) =

√

m

2πi~ε
exp

[

im(x− y)2

2~ε
− iε

~
V

(

x+ y

2

)]

⇒

⇒ ψ + ε
∂ψ

∂t
= ψ +

i~ε

2m

∂2ψ

∂x2
− iε

~
V ψ ⇒ i~

∂ψ

∂t
= − ~

2

2m

∂2ψ

∂x2
+ V ψ,

i.e. the Schrödinger equation in the conventional form.

We calculate now the path integral for the harmonic oscillator of mass m = 1:

L =
ż2

2
− V (z), S =

∫ T

0

dtL(z, ż), 〈x|e−iHT |y〉 =

∫

(Dz)xyeiS[z(t)],

where (Dz)xy denotes the measure of integration over paths z(t) such that z(0) = y, z(T ) =

x. Proceeding from the states with definite coordinate to the states with definite energy,

H|n〉 = En|n〉, one gets the expression

〈x|e−iHT |y〉 =
∑

n

e−iEnT 〈x|n〉〈n|y〉,

which involves the sum of oscillating exponents. If we are interested in the ground state, it

is convenient to transform the oscillating exponents to the decreasing ones. That is achieved

by the Wick rotation t → −iτ , which yields the Euclidean quantum mechanics. Then, in

the limit T → ∞, only the term e−E0Tψ0(x)ψ
∗
0(y) in the sum

∑

n

survives. One further has

iS = i

∫ T

0

dt

[

1

2

(

i
dz

dτ

)2

− V

]

=

∫ T

0

dτ

[

−1

2

(

dz

dτ

)2

− V

]

,

where it has been used that dt = −idτ . We denote the Euclidean action SE ≡
∫ T

0
dτ
[

1
2

(

dz
dτ

)2
+ V (z)

]

as just S. Then, the integral of interest,
∫

Dze−S[z(τ)], is accumu-

lated in the regions near the minima of S. We denote by z̄(τ) the path corresponding to
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the minimal action S0 (also called the extremal path or the stationary point of the path

integral): S0 = S[z̄(τ)]. Then
∫

Dze−S ∼ e−S0 . (For S possessing several stationary points,

the right-hand side of this relation is replaced by
∑

i

e−S[z̄i(τ)].) As a next step, we fix the

pre-exponential factor. For simplicity, we consider the case where only one stationary point

of S exists. Decomposing z into z̄ and a small fluctuation ξ ≡ δz as z = z̄ + ξ, one has

ż2 = ˙̄z
2
+ 2˙̄zξ̇ + ξ̇2 ⇒

∫ T

0

dτ
dż2

dξ
= −

∫ T

0

dτ(2¨̄z + ξ̈) ⇒

⇒ δS =

∫ T

0

dτ · ξ ·
[

−¨̄z − 1

2
ξ̈ + V ′(z̄) +

1

2
ξ · V ′′(z̄)

]

.

After the Wick rotation, the potential has changed the sign, and ¨̄z = V ′(z̄) is the classical

equation of motion in the potential −V (z). The action expanded around S0 takes the form

S = S0 +
1

2

∫ T

0

dτ · ξ ·
[

−ξ̈ + V ′′(z̄) · ξ
]

.

Suppose that we know a complete set of eigenfunctions and eigenvalues of the equation

−z̈n(τ) + V ′′(z̄)zn(τ) = εnzn(τ).

Then, by using the Hilbert-Schmidt orthogonalization procedure, these functions can be

made orthonormal,
∫ T

0
dτzn(τ)zm(τ) = δmn. An arbitrary function ξ(τ) can be represented

as ξ(τ) =
∑

n

cnzn(τ), and we have

∫ T

0

dτ · ξ ·
[

−ξ̈ + V ′′(z̄) · ξ
]

=

=

∫ T

0

dτ

{

∑

n

cnzn ·
[

−
∑

m

cmz̈m + V ′′(z̄) ·
∑

m

cmzm

]}

=
∑

n

c2nεn ⇒

⇒ S = S0 +
1

2

∑

n

εnc
2
n,

where we have replaced −∑
m

cmz̈m + V ′′(z̄) ·∑
m

cmzm by
∑

m

cmεmzm, and used the orthonor-

mality of zn’s. Next, one may always replace Dz by
∏

n

dcn√
2π

, since the proportionality constant

between these two measures has some meaning only when the overall normalization of the

path integral is fixed. (That will be done below.) Then

∫ +∞

−∞

dcn√
2π

e−
1
2
εnc2n =

1√
εn

⇒
∫

Dze−S ∝ e−S0

∏

n

ε−1/2
n . (5)
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Note that, symbolically, by an analogy to the case of finite-dimensional matrices, one can

write
∏

n

ε−1/2
n =

[

det

(

− d2

dτ 2
+ V ′′(z̄(τ))

)]−1/2

.

We can now specify the potential of an oscillator:

V =
mω2z2

2

∣

∣

∣

∣

m=1

=
ω2z2

2
⇒ V ′′ = ω2.

For the eigenvalues and eigenfunctions we have

(

− d2

dτ2 + ω2
)

zn = εnzn

zn(0) = zn(T ) = 0







⇒ εn =
(πn

T

)2

+ ω2, zn = A sin
(πnτ

T

)

.

Replacing the symbol “∝” in Eq. (5) by an unknown constant N , one has

N

∞
∏

n=1

[

(πn

T

)2

+ ω2

]−1/2

= N

[ ∞
∏

n=1

(πn

T

)2
]−1/2

·
[ ∞
∏

n=1

(

1 +
ω2T 2

π2n2

)

]−1/2

.

We introduce yet another normalization factor N = N

[ ∞
∏

n=1

(

πn
T

)2
]−1/2

, which does not

depend on ω and therefore corresponds to the free motion of a particle.

Next, the so-called Fundamental theorem of algebra states that a polynomial of degree

n has exactly n (in general, complex-valued) roots, and can therefore be represented as

Pn(x) = a0

(

1 − x
x1

)

· · ·
(

1 − x
xn

)

, where x1, . . . , xn are the roots of Pn, and a0 is its free

term. Consider a generalization of this theorem to the case n→ ∞, and take as an infinite-

degree polynomial the Taylor series of the function sinhx
x

:

sinh x

x
= 1 +

x2

6
+ · · · ⇒ a0 = 1.

Since sinh x = −i sin(ix), the roots of this “polynomial” are the same as those of sin(ix), i.e.

±iπ,±2πi, . . .. Therefore,

sinh x

x
=
(

1 − x

iπ

)(

1 +
x

iπ

)

·
(

1 − x

2πi

)(

1 +
x

2πi

)

· · · =

=

(

1 +
x2

π2

)(

1 +
x2

(2π)2

)

· · · =

∞
∏

n=1

(

1 +
x2

(πn)2

)

⇒

⇒
∞
∏

n=1

(

1 +
ω2T 2

π2n2

)

=
sinh(ωT )

ωT
⇒

∫

(Dz)xye−S = N e−S0

[

sinh(ωT )

ωT

]−1/2

,
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where S0 can be found from the classical equation of motion, and reads

S0 =
ω

2 sinh(ωT )

[

(x2 + y2) cosh(ωT ) − 2xy
]

.

In the limit ω → 0, the path integral for a free particle, 1√
2πT

e−
(x−y)2

2T , should be recovered,

yielding N = 1√
2πT

. This completes the calculation. Finally, one finds

〈x = 0|e−HT |y = 0〉 =
1√
2πT

[

ωT

sinh(ωT )

]1/2

=

=

[

ω

2π sinh(ωT )

]1/2

−→
√

ω

π
e−

ωT
2

(

1 +
1

2
e−2ωT + · · ·

)

at T → ∞.

The leading term of this expression reproduces the known quantum-mechanical results for the

eigenenergy and the wave-function of the ground state of the oscillator: E0 = ω
2
, [ψ0(0)]2 =

√

ω
π
. The next-to-leading term corresponds to the (n = 2)-state of the oscillator, while odd

n’s do not contribute, since for them ψn(0) = 0.

We will now discuss an analogy between the Euclidean formulation of quantum mechan-

ics in D dimensions and statistical mechanics in D spatial and 1 temporal dimensions in

equilibrium. To find such an analogy, we notice that the thermodynamic properties of an

equilibrium system in (D+ 1) dimensions are determined by the thermal partition function

Z(β, V ) =
∑

n

e−βEn ≡ tr e−βH , where β =
1

temperature
,

and the trace is taken over the complete set of states {ψn}, such that Hψn = Enψn. For the

rest of this Section, we will not use temperature in the formulae, since it is denoted by the

same letter T as the proper time in the path integral. To avoid possible confusions related

to that, we will rather use the inverse temperature β.

A statistical-mechanics counterpart of the propagator is the thermal density matrix

〈x|e−βH |y〉 =
∑

n

e−βEnψ∗
n(x)ψn(y),

where from now on in this Section we denote D-dimensional vectors as x and the eigenstates

of the position operator as |x〉. Thus, an analogy between Euclidean quantum mechanics in

D dimensions and statistical mechanics in D spatial and one temporal dimensions, whose

time-dependence disappears in equilibrium, can be established as follows. The path-integral
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representation for the thermal density matrix is given by

∫

z(0)=y

z(β)=x

Dz(t) e−SE

with SE =
∫ β

0
dt
[

1
2

(

dz
dt

)2
+ V̄ (z)

]

, where V̄ denotes the potential (to distinguish it from the

volume V ). From now on, unless the opposite is explicitly stated, t denotes the Euclidean

time. The partition function is the spatial integral of the diagonal element of the thermal

density matrix:

Z(β, V ) =

∫

V

dDx 〈x|e−βH |x〉 = V ·
∫

z(0)=z(β)

Dz(t) e−SE .

Recalling that, for a free particle of mass 1,
∫

z(0)=z(T )
Dz(t) e−SE = 1

(2πT )D/2 , we obtain

for a particle of mass m: Z(β, V ) = V
(

m
2πβ

)D/2

. One can see that this expression does

coincide with the one following from the Boltzmann distribution in classical statistics, where

E(p) = p2

2m
is the energy of a free nonrelativistic particle, which reads

Z(β, V ) = V ·
∫

dDp

(2π)D
e−βE(p) =

V

(2π)D

(

2πm

β

)D/2

= V

(

m

2πβ

)D/2

.

Furthermore, as follows from the path integral, the thermal density matrix in the free case

reads

〈x|e−βH |y〉 =

(

m

2πβ

)D/2

e−
m(x−y)2

2β .

Accordingly, an alternative derivation, which uses the Boltzmann statistics, is based on the

formula

〈x|e−βH |y〉 =
∑

n

e−βEnψ∗
n(x)ψn(y).

Using for eigenfunctions of the free Hamiltonian plane waves normalized in the spatial volume

V , i.e. ψn(y) = ψp(y) = 1√
V

e−ipy, we do reproduce the above result:

〈x|e−βH |y〉 =

∫

dDp

(2π)D
eip(x−y)−βp

2

2m =

(

m

2πβ

)D/2

e−
m(x−y)2

2β .

In particular, the thermal density matrix for a harmonic oscillator reads

〈x|e−βH |y〉 =

[

mω

2π sinh(ωβ)

]D/2

exp

{

− mω

2 sinh(ωβ)

[

(x2 + y2) cosh(ωβ) − 2xy
]

}

.
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In conclusion of this Section, we make the following final remark. Consider a one-

dimensional chain of point-like masses connected by springs. The potential energy of such

a chain reads

Epot =

N
∑

i=1

[

m

2
· (zi − zi−1)

2

ti − ti−1
+ V̄ (zi−1) · (ti − ti−1)

]

,

where we have assumed an additional interaction, with energy-density V̄ , between the neigh-

bors. At temperature 1/β, the partition function of this system has the form

Z =

∫ N
∏

i=1

dzi e
−βEpot →

∫

Dz(t) e−βEpot[z(t)] at N → ∞.

Therefore, one observes the following correspondence. Consider two states of a particle and

a quantum transition between these two states, which occurs during the Euclidean time T .

Then, the amplitude of this transition is equal to the statistical sum of a one-dimensional

classical string of length T [in general, in an external potential V̄ (x)], at the temperature

1
β

= ~.

2. A free-boson propagator at finite temperature. A path-integral derivation of the

partition function of an ideal Bose gas in quantum statistics.

To calculate the path integral

∫

zµ(0)=yµ
zµ(T )=xµ

Dzµ(t) e−
1
2

R T
0
dtż2µ(t), (6)

it is useful to proceed to the integration over closed paths as follows: zµ → ξµ = zµ+ yµ−xµ

T
t−

yµ. Then ξµ(0) = ξµ(T ) = 0, while the exponent takes the form

∫ T

0

dtż2
µ =

∫ T

0

dt

(

ξ̇µ +
xµ − yµ
T

)2

=

∫ T

0

dt ξ̇2
µ +

(x− y)2

T
+

2

T
(xµ − yµ) · [ξµ(T ) − ξµ(0)]

⇒ Eq. (6) = e−
(x−y)2

2T · f(T ).

We have denoted

f(T ) ≡
∫

ξµ(0)=ξµ(T )=0

Dξµ e−
1
2

R T
0
dtξ̇2µ(t),
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that is possible since this path integral is a function of T only. It can most easily be calculated

by the comparison with the proper-time representation of the Euclidean propagator for a

free massless boson. Indeed, the propagator obeys the equation

−∂2G(x− y) = δ(D)(x− y),

which, through the Fourier transform, leads to the following proper-time representation:

G(x− y) =

∫

dDp

(2π)D
eip(y−x)

p2
=

∫

dDp

(2π)D
eip(y−x) · 1

2

∫ ∞

0

dT e−
p2T
2 =

=
1

2

∫ ∞

0

dT e−
(x−y)2

2T · 1

(2πT )D/2
.

Comparing it with the representation of the propagator in terms of the path integral,

G(x− y) =
1

2

∫ ∞

0

dT

∫

zµ(0)=yµ
zµ(T )=xµ

Dzµ(t) e−
1
2

R T
0 dtż2µ(t),

we conclude that

f(T ) =
1

(2πT )D/2
.

A new element of this derivation was the introduction of the proper time T .

Next, one can prove that, for a Hermitian operator D̂, the equality

ln det D̂ = tr ln D̂ (7)

holds. That can be seen by reducing D̂ to a diagonal form by a unitary transformation.

Denoting by Di’s (positive) eigenvalues of D̂, one has ln
∏

i

Di =
∑

i

lnDi, that proves the

desired equality. Then, the representation

〈x| 1

(−∂2 +m2)
|y〉 =

1

2

∫ ∞

0

dT e−
1
2
m2T

∫

zµ(0)=yµ
zµ(T )=xµ

Dzµ(t) e−
1
2

R T
0
dtż2µ(t)

can be used to calculate ln det(−∂2 +m2). Indeed, formally integrating the equation

〈x| 1

D̂
|y〉 =

1

2

∫ ∞

0

dT 〈x|e−TD̂
2 |y〉

over D̂, we obtain (up to an inessential constant of integration):

〈x| ln D̂ |y〉 = −
∫ ∞

0

dT

T
〈x|e−TD̂

2 |y〉. (8)
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Using Eqs. (7) and (8), one obtains

ln det(−∂2 +m2) = tr ln(−∂2 +m2) = −
∫ ∞

0

dT

T
〈x|e−T

2
(−∂2+m2)|x〉 =

= −
∫ ∞

0

dT

T
e−

1
2
m2T

∫

zµ(0)=zµ(T )

Dzµ(t)e−
1
2

R T
0
dtż2µ(t).

We consider now the following representation of the Green function of the Laplacian in

D Euclidean dimensions:

〈x|(−∂−2)|y〉 =

∫ ∞

0

dsP (s, R), (9)

where Rµ = xµ − yµ, R = |x − y|, and T
2
≡ s is the Schwinger proper time (while the

symbol T below in this Section will be reserved for temperature). In this representation, the

principal quantity is the probability for a random walker to evolve, during the proper time

s of the random walk, to the distance R from the starting point. This probability reads

P (s, R) =
e−

R2

4s

(4πs)D/2

One can readily see that P (s, R) respects the conservation law

∫

dDRP (s, R) = 1 (10)

and the initial condition

lim
s→0

P (s, R) = δ(D)(R). (11)

In particular, performing the s-integration in Eq. (9), one obtains the D-dimensional

Coulomb (or Newton) law:

〈x|(−∂−2)|y〉 =
Γ
(

D
2
− 1
)

4πD/2RD−2
.

For D = 3 and D = 4, this law takes the conventional forms, 〈x|(−∂−2)|y〉
∣

∣

∣

D=3
= 1

4πR
and

〈x|(−∂−2)|y〉
∣

∣

∣

D=4
=

1

4π2R2
. (12)

With these preliminaries, we proceed to the theory of a free massive scalar field at tem-

perature T , in the spatial volume V . The logarithm of the partition function of this theory

reads

lnZ(T, V ) = ln

∫

ϕ(x,β)=ϕ(x,0)

Dϕ(x, t) exp

{

−
∫ β

0

dt

∫

V

dDx

[

1

2
(∂µϕ)2 +

m2

2
ϕ2

]}

=
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= ln
{

[

det(−∂2
µ +m2)

]−1/2
}

= −1

2
ln det(−∂2

µ +m2) = −1

2
tr ln(−∂2

µ +m2) =

= −1

2
βV

∫

dDp

(2π)D
trt ln(−∂2

t + ω2), (13)

where ω2 = p2 +m2. At finite temperature T ≡ 1
β
, the coordinate x4 ≡ t becomes periodic

with the period β. This means the theory is compactified onto a circle of circumference β.

We now make a digression, and consider a quantum-mechanical problem on a particle

moving along a circle of the radius R. (In our case, R = β
2π

.) In this digression, t denotes

the physical, rather than Euclidean, time. The corresponding Lagrangian reads

L =
mR2φ̇2

2
, where φ̇ ≡ dφ

dt
.

The Schrödinger equation, with ~ = 1, and the periodic boundary conditions yield the

spectrum and the corresponding eigenfunctions:

− 1
2mR2

d2ψl

dφ2 = Elψl,

ψl(0) = ψl(2π)

ψ′
l(0) = ψ′

l(2π)



















⇒ El =
l2

2mR2
, ψl ∼ eilφ, l ∈ Z.

The normalization condition for a particle on a line is
∫ +∞
−∞ dxψ∗(x)ψ(x) = 1. In the case of

a circle, it becomes R
∫ 2π

0
dφψ∗

l (φ)ψl(φ) = 1, and yields the normalized eigenfunctions

ψl(φ) =
eilφ√
2πR

.

By using these functions and the general formula for the propagation kernel,

K(q′′, t′′|q′, t′) =
∑

n

ψ∗
n(q

′′)ψn(q
′)e−iEn(t′′−t′),

one can write the kernel in the form

K(φ′′, t′′|φ′, t′) =
1

2πR

+∞
∑

l=−∞
e−ilφ−it

l2

2mR2 , (14)

where φ ≡ φ′′−φ′, t ≡ t′′− t′. Consider the (t→ 0)-limit of this expression. It can be taken

with the use of the Poisson sum formula,
+∞
∑

l=−∞
e−ilφ = 2π

+∞
∑

n=−∞
δ(φ− 2πn). One obtains the

formula

K(φ′′, t′′|φ′, t′) → 1

R

+∞
∑

n=−∞
δ(φ− 2πn),
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which means that the particle can get from the point φ′ to the point φ′′, passing the circle

an arbitrary number of times. The number n is called the winding number. Furthermore,

for an arbitrary t, we can transform Eq. (14) by using the following generalization of the

Poisson sum formula (which can be called a discrete version of the Gaussian integral):

+∞
∑

l=−∞
e−Al

2+iBl =

√

π

A
·

+∞
∑

n=−∞
e−

1
4A

(B−2πn)2 , where A,B ∈ C.

In our case, A = it
2mR2 , B = −φ, and we have

K(φ′′, t′′|φ′, t′) =

√

m

2πit

+∞
∑

n=−∞
e

imR2

2t
(φ+2πn)2 . (15)

Our digression on a particle moving along a circle is finished at this point.

In order to return to the path integral for a particle at finite temperature T , we perform

the Wick rotation it→ s, and fix the mass m = 1
2
. In this way, we arrive at the Schrödinger

equation − d2ψ
dR2

4
= Eψ, where R4 = Rφ. Recalling also that 2πR = β, we obtain from

Eq. (15):

K(R4, s) =
1√
4πs

+∞
∑

n=−∞
e−

1
4s

(R4+βn)2 .

Denoting xµ − yµ = Rµ = (R, R4), we have for the propagator at finite temperature T in

(D = 4) dimensions:

〈x|(−∂−2)|y〉 =
+∞
∑

n=−∞

∫ ∞

0

dsPn(s, Rµ).

Here, the probabilities

Pn(s, Rµ) =
1

(4πs)2
exp

[

−R2 + (R4 − βn)2

4s

]

obey the conservation law
∫

d4RPn(s, Rµ) = 1 and the initial condition lim
s→0

Pn(s, Rµ) =

δ(3)(R)δ(R4 − βn), which can be compared with their zero-temperature counterparts,

Eqs. (10) and (11). Further, denoting ξ = 1
s
, we obtain

〈x|(−∂−2)|y〉 =

=
1

(4π)2

+∞
∑

n=−∞

∫ ∞

0

dξ exp

[

−R2 + (R4 − βn)2

4
· ξ
]

=
1

4π2

+∞
∑

n=−∞

1

R2 + (R4 − βn)2
.

Comparing this expression with Eq. (12), we notice that the presence of finite temperature

effectively leads to the substitution R2
µ → R2 + (R4 − βn)2, and the subsequent summation

over n.
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Consider now the sum
+∞
∑

k=−∞
e−sω

2
k−iωkR4 , where ωk ≡ 2πTk are the so-called Matsubara

frequencies. Applying again the formula

+∞
∑

k=−∞
e−Ak

2+iBk =

√

π

A

+∞
∑

n=−∞
e−

1
4A

(B−2πn)2 ,

where A = (2πT )2s, B = −2πTR4, we obtain

+∞
∑

k=−∞
e−sω

2
k−iωkR4 =

1

2T
√
πs

+∞
∑

n=−∞
exp

[

− 1

4s
(R4 − βn)2

]

= β
+∞
∑

n=−∞
Pn(s, R4),

where

Pn(s, R4) =
1

2
√
πs

exp

[

−(R4 − βn)2

4s

]

.

Therefore,
+∞
∑

n=−∞
Pn(s, R4) = T

+∞
∑

k=−∞
e−sω

2
k−iωkR4. (16)

We can now finish the calculation of the partition function of a free massive scalar field

at finite temperature. Differentiating the trace in Eq. (13) with respect to ω2, we have

∂

∂ω2
trt ln(−∂2

t + ω2) = trt
1

(−∂2
t + ω2)

= T

+∞
∑

k=−∞

∫ ∞

0

dse−s(ω
2
k+ω2). (17)

Due to the trace, in the last equality we have used Eq. (16) with R4 = 0. Therefore, upon

the s-integration,

∂

∂ω2
trt ln(−∂2

t + ω2) = T

+∞
∑

k=−∞

1

(2πTk)2 + ω2
.

To calculate this sum, we rewrite it as an integral in the complex z-plane over the contour

C which encircles the imaginary axis counterclockwise. In the vicinity of the pole zk = iωk,

one can approximate
T

z − zk
≃ 1

2
coth

( z

2T

)

,

and use the Cauchy theorem to write

∂

∂ω2
trt ln(−∂2

t + ω2) = − T

2πi

∮

C

dz

z − zk
· 1

z2 − ω2
= − 1

4πi

∮

C

dz coth
( z

2T

) 1

z2 − ω2
.

One can now continuously deform the contour in such a way that the deformed contour

encircles (clockwise) only the isolated poles z = ±ω. Their contribution has the form

∂

∂ω2
trt ln(−∂2

t + ω2) =
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= − 1

4πi

[

(−2πi) · Resz=ω
coth

(

z
2T

)

z2 − ω2
− 2πi · Resz=−ω

coth
(

z
2T

)

z2 − ω2

]

=
1

2ω
coth

( ω

2T

)

.

Integrating this equation and accounting for the prefactor of β from Eq. (13), one has

β · trt ln(−∂2
t + ω2) = β

∫ ω2

dω′2 1

2ω′ coth

(

ω′

2T

)

= β

∫ ω

dω′ coth

(

ω′

2T

)

=

= 2 ln sinh
( ω

2T

)

+ (ω − independent constant) =

=
ω

T
+ 2 ln

(

1 − e−ω/T
)

+ (ω − independent constant).

Thus, one arrives at the following expression:

lnZ(T, V ) = −V
∫

dDp

(2π)D

[ ω

2T
+ ln

(

1 − e−ω/T
)

]

.

It reproduces the standard result for an ideal Bose gas in quantum statistics, and addition-

ally contains the term ω
2T

, which is associated with the zero-point energy of the vacuum

(recognizable by the ground-state energy of an oscillator, equal to ω
2
).

3. Instantons in quantum mechanics. An analogy with 1D Ising model. Basics of

Yang-Mills instantons.

Preliminaries from quantum mechanics.

Let us start with recollecting some elements of quasiclassics. One seeks a solution to the

Schrödinger equation
~

2

2m
∂2ψ + (E − U)ψ = 0

in the form ψ = eiσ/~, where σ(x) is an unknown function. For ∂2ψ one has

∂2ψ =
i

~
∂k
[

(∂kσ)eiσ/~
]

=
i

~

[

∂2σ +
i

~
(∂kσ)2

]

eiσ/~,

that upon the insertion into the Schrödinger equation yields

1

2m
(∂kσ)2 − i~

2m
∂2σ = E − U.

From now on, we consider a 1D motion, in which case this equation takes the form

1

2m
σ′2 − i~

2m
σ′′ = E − U.
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One seeks now a solution to this equation in the form of a series in powers of the Planck

constant: σ = σ0 + ~

i
σ1 + · · ·. To the order ~

0, one gets

1

2m
σ′

0
2 = E − U ⇒ σ0 = ±

∫

dx
√

2m[E − U(x)] = ±
∫

dx p,

where p =
√

2m[E − U(x)] is the classical momentum of a particle. To the order ~
1, one

has

1

2m
· 2~

i
σ′

0σ
′
1 −

i~

2m
σ′′

0 = 0 ⇒ σ′
0σ

′
1 +

σ′′
0

2
= 0 ⇒ σ′

1 = − σ′′
0

2σ′
0

= − p′

2p
⇒ σ1 = − ln

√
p ⇒

ψ = exp

(

i

~
σ0 + σ1

)

=
c1√
p
e

i
~

R

dxp +
c2√
p
e−

i
~

R

dxp,

where c1,2 are the constants of integration.

Let us choose two coordinates b and a, such that b < a. Suppose that U(b) = E and

U(a) = E, and furthermore that U(x) > E for x < b and x > a, while U(x) < E for

b < x < a. This means b and a are the turning points of the classical motion of a particle.

When one crosses these points,
√
p ∝ |U − E|1/4 goes over to (|U − E|e±iπ)1/4. Here,

the sign of the phase acquired depends on whether a turning point is encircled clockwise or

counterclockwise in the complex x-plane [2]. As a result, for x = b+0 one has ψ1 = c√
p
cosβ,

where β ≡ 1
~

∫ x

b
dx′p− π

4
, while for x = a−0 one has ψ2 = c′√

p
cosα, where α ≡ 1

~

∫ a

x
dx′p− π

4
.

Suppose that α+β = πn, where n is an integer. Since cosβ = (−1)n cosα, one has ψ1 = ψ2

by choosing c′ = (−1)nc. The condition α+β = πn reads 1
~

∫ a

b
dxp− π

2
= πn. Classically, the

particle would have been performing a periodic motion with the period (= time of motion

from b to a and back) T = 2
∫ a

b
dx
v

= 2m
∫ a

b
dx
p

. Therefore, denoting the integration over the

period by
∮

, one obtains
∮

dxp = 2
∫ a

b
dxp = 2~(π

2
+ πn), or

1

2π~

∮

dxp = n+
1

2
,

that is the Bohr-Sommerfeld quantization condition.

Since, at x < b and x > a, ψ falls off exponentially, for its normalization it suffices to

integrate |ψ|2 over x ∈ [b, a]. Furthermore, since 1
~

∫ x

b
dx′p − π

4
is varying rapidly, it also

suffices to approximate

cos2

(

1

~

∫ x

b

dx′p− π

4

)

≃
〈

cos2

(

1

~

∫ x

b

dx′p− π

4

)〉

=
1

2
.

Then the normalization condition reads
∫ a

b

dx|ψ|2 ≃ c2

2

∫ a

b

dx

p
=
c2

2
· T
2m

= 1.
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Introducing the classical frequency ω = 2π/T , one obtains

c =

√

2mω

π
. (18)

Level splitting in two symmetric potential wells.

Consider U(x) formed by two symmetric potential wells (I and II) separated by a barrier.

Had the barrier been unpenetrable for the particle, the energy levels E0 equal for both wells

would be existing. These levels would correspond to the motion of the particle in one of the

two wells. Let ψ0(x) denote the respective semi-classical wave function in well I, normalized

by the condition
∫∞
0
dxψ2

0 = 1. A possibility of the underbarrier penetration leads to the

splitting of E0 in two levels, E1 and E2. These new levels correspond to the states in which

the particle moves in the two wells simultaneously. In the zeroth approximation, the wave

functions corresponding to the levels E1 and E2 are respectively the symmetric and the

antisymmetric combinations of ψ0(x) and ψ0(−x):

ψ1(x) =
1√
2
[ψ0(x) + ψ0(−x)], ψ2(x) =

1√
2
[ψ0(x) − ψ0(−x)].

Consider the Schrödinger equations

ψ′′
0 +

2m

~2
(E0 − U)ψ0 = 0 and ψ′′

1 +
2m

~2
(E1 − U)ψ1 = 0.

Subtracting from the first equation multiplied by ψ1 the second equation multiplied by ψ0,

one has

ψ1ψ
′′
0 − ψ0ψ

′′
1 +

2m

~2
(E0 −E1)ψ0ψ1 = 0. (19)

Integration in the range from zero to infinity yields
∫ ∞

0

dx(ψ1ψ
′′
0 − ψ0ψ

′′
1 ) = ψ1ψ

′
0

∣

∣

∣

∞

0
−
∫ ∞

0

dxψ′
1ψ

′
0 − ψ0ψ

′
1

∣

∣

∣

∞

0
+

∫ ∞

0

dxψ′
0ψ

′
1 =

= −ψ1(0)ψ′
0(0) + ψ0(0)ψ′

1(0) = −
√

2ψ0(0)ψ′
0(0), (20)

where at the last step it has been taken into account that ψ1(0) =
√

2ψ0(0), ψ′
1(0) = 0.

In the region I, ψ0(−x) is exponentially small compared to ψ0(x), while in the region II

it is the other way around. For this reason, the product ψ0(x)ψ0(−x) is exponentially small

everywhere. Therefore,
∫ ∞

0

dxψ0ψ1 ≃
1√
2

∫ ∞

0

dxψ2
0 =

1√
2
. (21)
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Inserting Eqs. (20) and (21) into the (integrated) Eq. (19), one gets

√
2m

~2
(E1 −E0) = −

√
2ψ0(0)ψ′

0(0) ⇒ E1 − E0 = −~
2

m
ψ0(0)ψ′

0(0). (22)

Analogously to Eq. (19), one obtains an equation involving ψ2 instead of ψ1:

ψ2ψ
′′
0 − ψ0ψ

′′
2 +

2m

~2
(E0 −E2)ψ0ψ2 = 0.

Integrating, one has

∫ ∞

0

dx(ψ2ψ
′′
0 − ψ0ψ

′′
2) = −ψ2(0)ψ′

0(0) + ψ0(0)ψ′
2(0) =

√
2ψ0(0)ψ′

0(0),

where at the last stage it has been used that ψ2(0) = 0, ψ′
2(0) =

√
2ψ′

0(0). In the same way

as in Eq. (21),
∫∞
0
dxψ0ψ2 ≃ 1√

2
, that yields

√
2m

~2
(E2 − E0) =

√
2ψ0(0)ψ′

0(0) ⇒ E2 − E0 =
~

2

m
ψ0(0)ψ′

0(0). (23)

Subtracting Eq. (22) from Eq. (23), one obtains

∆E ≡ E2 − E1 =
2~

2

m
ψ0(0)ψ′

0(0). (24)

Next, under the barrier, i.e. at |x| < a,

ψ0(x) =
c

2
√

|p|
exp

(

−1

~

∫ a

x

dx′|p|
)

=

√

ω

2πv
exp

(

−1

~

∫ a

x

dx′|p|
)

,

where Eq. (18) has been used. Therefore,

ψ0(0) =

√

ω

2πv0
exp

(

−1

~

∫ a

0

dx′|p|
)

,

where v0 =
√

2
m

(U0 − E0). Accordingly,

ψ′
0(x) =

1

~
|p(x)|ψ0(x) ⇒ ψ′

0(0) =
mv0

~
ψ0(0),

and one obtains for the level splitting, Eq. (24):

∆E =
2~

2

m
· mv0

~
ψ2

0(0) = 2~v0 ·
ω

2πv0
exp

(

−2

~

∫ a

0

dx|p|
)

=
~ω

π
exp

(

−1

~

∫ a

−a
dx|p|

)

. (25)

We specify now the double-well potential as

V [x] =
λ

4

(

x2 − µ2

λ

)2

, (26)
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and use the units where ~ = 1. The Euclidean action of a particle reads

S[x] =

∫

dτ

[

1

2
ẋ2(τ) + V (x(τ))

]

. (27)

The dimensionality of the proper time is [τ ] = m−2. As S[x] is dimensionless, the dimension-

ality of x2 is the same as that of τ , and therefore [x] = m−1. Furthermore, since [λx4] = m2,

the dimensionality of λ is [λ] = m6, and since [µ2] = [λx2], the dimensionality of µ is

[µ] = m2. The minima of the potential are defined by the equation

V ′ = 0 ⇒ λx3 − µ2x = 0 ⇒ x±0 = ± µ√
λ
.

We consider the limit

λ≪ µ3, (28)

where the vacua at the points x±0 are degenerate (i.e. the particle has the same energy E0

in both wells) to all orders of perturbation theory. By perturbation theory we mean here

an expansion near one of the minima, x(τ) = ± µ√
λ

+ χ(τ), where |χ| ≪ µ√
λ
. Thus, the

correlation function of two position operators goes to a constant at large proper times:

〈x(0)x(τ)〉 −→ µ2

λ
at τ → ∞.

The fact that this limit is nonvanishing means that the particle is localized in one of the two

vacua. The next terms of the perturbative expansion in λ do not change this result, since

the potential V [x] near the minima reads

V [x] =
λ

4

(

χ2 ± 2µ√
λ
χ

)2

=
λ

4
χ4 ± µ

√
λχ3 + µ2χ2, (29)

and µ2 > 0, so that the perturbation theory is a normal one, for each of the vacua at x±0 .

However, nonperturbatively, 〈x(0)x(τ)〉 =
∑

n

|xn0|2e−(En−E0)τ , and thus

〈x(0)x(τ)〉 ∼ e−∆E·τ at τ → ∞,

where ∆E = E2−E1 is the energy splitting between the two lowest (symmetric and antisym-

metric) states. Therefore, the reflection symmetry, x↔ −x, which is broken in perturbation

theory, is restored nonperturbatively at τ → ∞.

We derive now ∆E explicitly. At λ → 0, Eq. (29) yields the potential of the harmonic

oscillator with the frequency ω = µ
√

2. Thus, its ground-state energy is E0 = ω
2

= µ√
2
.
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Equation (25) with m = 1 [cf. Eq. (27)] reads

∆E =
µ
√

2

π
exp

(

−
∫ a

−a
dx
√

2(V −E0)

)

. (30)

One can introduce instead of x(τ) the dimensionless position operator z(τ) =
√
λ
µ
x(τ), in

terms of which V = µ4

4λ
(z2 − 1)2. Introducing furthermore the variable h =

√

λ
µ3

√
2
, one has

V − E0 =
µ√
2

[

µ3
√

2

4λ
(z2 − 1)2 − 1

]

=
µ

4
√

2 · h2

[

(z2 − 1)2 − 4h2
]

.

The factor emerging from dx
√

2(V − E0) in Eq. (30) is

√
2 · µ√

λ
dz ·

√
µ

h
· 1

25/4
=

dz

2h2
,

where we have used the relation µ3/2 =
√
λ

21/4·h . The points zleft and zright, where the particle

goes under the barrier, are determined by the equation V = E0, that is (z2 − 1)2 = 4h2. In

the limit (28) under study, h≪ 1, and this equation yields zleft ≃ −1 + h and zright ≃ 1− h.

Thus, the integral in Eq. (30) reads

∫ a

−a
dx
√

2(V −E0) =
1

2h2

1−h
∫

−1+h

dz
√

(1 − z2)2 − 4h2 ≃ 1

2h2

1−h
∫

−1+h

dz

(

1 − z2 − 2h2

1 − z2

)

,

where at the last step we have used the smallness of h to expand the square root. Elementary

integrations over z in this formula yield
∫ a

−a
dx
√

2(V − E0) =
2

3h2
+ lnh+ O(1).

Accordingly, Eq. (30) to the same accuracy yields the following final result for the splitting

of the energy levels:

∆E ≃ µ
√

2

π
exp

(

− 2

3h2
− lnh

)

=
µ
√

2

πh
e−

2
3h2 =

µ

π

√

2
√

2µ3

λ
exp

(

−2
√

2µ3

3λ

)

. (31)

This result is non-analytic in λ. Thus, it cannot be obtained in perturbation theory, i.e. it

is non-perturbative.

Instantons in the double-well potential.

Minima of the action (27) can be obtained from the classical equation of motion

−ẍ+ V ′ = −ẍ− µ2x+ λx3 = 0, (32)
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which is obviously obeyed by x±0 = ±µ/
√
λ. Besides these trivial minima, also the nontrivial

ones, called instantons, exist:

xinst(τ) =
µ√
λ

tanh
µ(τ − τ0)√

2
, (33)

where τ0 is the position (or the center) of the instanton. An instanton interpolates between

the two minima of V [x] when τ varies from −∞ to +∞, i.e. it connects the minima by

an underbarrier motion during an infinite period of time. A solution, which interpolates

between µ/
√
λ at τ = −∞ and −µ/

√
λ at τ = +∞ is called anti-instanton:

xainst(τ) = − µ√
λ

tanh
µ(τ − τ0)√

2
.

Using the fact that (tanh t)′ = 1/ cosh2 t, one can readily check that xinst(τ) is indeed a

solution to the equation of motion, Eq. (32).

Setting τ0 = 0, we find the action of an (anti-)instanton. We have

ẋinst =
µ2

√
2λ

· 1

cosh2(µτ/
√

2)
, V [xinst] =

λ

4
· µ

4

λ2
·
[

tanh2(µτ/
√

2) − 1
]2

=
µ4

4λ
· 1

cosh4(µτ/
√

2)
.

Substituting these expressions into Eq. (27), one has

Sinst =

∫ +∞

−∞
dτ

[

1

2
· µ

4

2λ
· 1

cosh4(µτ/
√

2)
+
µ4

4λ
· 1

cosh4(µτ/
√

2)

]

=
µ4

2λ

∫ +∞

−∞

dτ

cosh4(µτ/
√

2)
.

Introducing a dimensionless integration variable ξ = µτ/
√

2, and noticing that

∫ +∞

−∞

dξ

cosh4 ξ
=

4

3
,

one obtains [cf. the exponent in Eq. (31)]

Sinst =
2
√

2

3
· µ

3

λ
, (34)

that is again non-analytic in λ.

The fact that e−Sinst is exponentially small for λ ≪ µ3 leads to a naïve expectation that

the (x ↔ −x)-symmetry cannot be restored by tunneling. However, it turns out that the

full contribution of all the trajectories with various values of τ0 is sufficient for the symmetry

restoration. An arbitrary trajectory can be represented as a sum

x(τ) = xinst(τ) +
∑

n

cnxn(τ),
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where xn’s describe small fluctuations around xinst. The equation for xn’s has been derived

in Section 1:
(

− d2

dτ 2
+ V ′′[xinst]

)

xn = εnxn. (35)

From the explicit form of the potential, Eq. (26), one has V ′′ = 3λx2 − µ2, and Eq. (35)

takes the form
d2xn
dτ 2

+
(

µ2 − 3λx2
inst

)

xn = −εnxn.

Due to the translation invariance, reflected in the fact that xinst(τ − τ0) with an arbitrary

τ0 is a solution to the classical equation of motion, there exists the so-called zero mode x0

corresponding to ε0 = 0. Accordingly,
∫

Dx(τ) is equivalent to
∫

dτ0 ·
∏

n

∫

dcn, where
∫

dτ0

was not formerly present. To find the Jacobian corresponding to the change of variables

x(τ) → τ0, {cn}, one considers the square of the norm in the functional space:
∫

dτ(δx(τ))2 ≃ (δτ0)
2

∫

dτ(ẋinst)
2 +

∑

n

(δcn)
2,

that yields

Dx(τ) =

√

∫

dτ(ẋinst)2

∫

dτ0 ·
∏

n

∫

dcn.

The action S can be expanded around the action S0 of a classical solution as S = S0 +

1
2

∑

n

εnc
2
n. This expansion can be used in order to calculate the correlation function

〈x(τ1)x(τ2)〉 =

∫

Dx(τ)x(τ1)x(τ2)e−S
∫

Dx(τ)e−S .

The action S0 of the classical solutions x = ± µ√
λ

vanishes, whereas for the classical solution

x = xinst it is given by Eq. (34). Therefore,

〈x(τ1)x(τ2)〉 =

=

µ2

λ
·
∫
∏

n

dcne
− 1

2

P

n
ε
(0)
n c2n

+ e−
2
√

2
3

µ3

λ

√

∫

dτ(ẋinst)2
∏

n

dcne
− 1

2

P

n
εnc2n ∫

dτ0xinst(τ1)xinst(τ2)

∫
∏

n

dcne
− 1

2

P

n
ε
(0)
n c2n

+ e−
2
√

2
3

µ3

λ

√

∫

dτ(ẋinst)2
∏

n

dcne
− 1

2

P

n
εnc2n ∫

dτ0

,

where ε
(0)
n and εn are the spectra of fluctuations respectively around the trivial and the

instanton solutions. We now use the exponential smallness of e−
2
√

2
3

µ3

λ in the denominator,

and expand it as 1
A+ξ

≃ 1
A
(1 − ξ

A
), where |ξ| ≪ |A|. Furthermore, we write explicitly

∫

dτ0xinst(τ1)xinst(τ2) =
µ2

λ

∫

dτ0 tanh
µ(τ1 − τ0)√

2
tanh

µ(τ2 − τ0)√
2

.
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This yields

〈x(τ1)x(τ2)〉 ≃
µ2

λ
×

×









1 + e−
2
√

2
3

µ3

λ

√

∫

dτ(ẋinst)2

∫
∏

n

dcne
− 1

2

P

n
εnc2n

∫
∏

n

dcne
− 1

2

P

n
ε
(0)
n c2n

∫

dτ0 tanh
µ(τ1 − τ0)√

2
tanh

µ(τ2 − τ0)√
2









×

×









1 − e−
2
√

2
3

µ3

λ

√

∫

dτ(ẋinst)2

∫
∏

n

dcne
− 1

2

P

n
εnc2n

∫
∏

n

dcne
− 1

2

P

n
ε
(0)
n c2n

∫

dτ0









≃

≃ µ2

λ

(

1 − C · e− 2
√

2
3

µ3

λ |τ1 − τ2|
)

, (36)

where

C =

= −
√

∫

dτ(ẋinst)2

∫
∏

n

dcne
− 1

2

P

n
εnc2n

∫
∏

n

dcne
− 1

2

P

n
ε
(0)
n c2n

∫ +∞

−∞

dτ0
|τ1 − τ2|

[

tanh
µ(τ1 − τ0)√

2
tanh

µ(τ2 − τ0)√
2

− 1

]

.

This expression for C can be simplified further, by introducing the following variables:

x = τ0/|τ1 − τ2|, t1 = µτ1/
√

2, and t2 = µτ2/
√

2. The τ0-integral entering C then reads

∫ +∞

−∞
dx [tanh(t1 − x|t1 − t2|) tanh(t2 − x|t1 − t2|) − 1] .

Furthermore, upon one more change of variables, t1 − t2 = t, t1 + t2 = T , this integral takes

the form
∫ +∞

−∞
dx

[

tanh

(

T + t

2
− x|t|

)

tanh

(

T − t

2
− x|t|

)

− 1

]

.

Consider now time intervals |τ1−τ2| large compared to the instanton size,
√

2/µ [cf. Eq. (33)].

In terms of the variable t, this is the limit |t| ≫ 1. If |x| & 1/2, then

tanh

(

T + t

2
− x|t|

)

tanh

(

T − t

2
− x|t|

)

≃ tanh2(x|t|) ≃ 1,

and the integrand vanishes. If |x| . 1/2, then x|t| in the arguments of the two tanh’s can

be disregarded, and tanh T+t
2

tanh T−t
2

→ −1. Therefore, at |t| ≫ 1,

∫ +∞

−∞
dx

[

tanh

(

T + t

2
− x|t|

)

tanh

(

T − t

2
− x|t|

)

− 1

]

≃
∫ 1/2

−1/2

dx(−2) = −2,
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and the constant C reads

C ≃ 2

√

∫

dτ(ẋinst)2

∫
∏

n

dcne
− 1

2

P

n
εnc2n

∫
∏

n

dcne
− 1

2

P

n
ε
(0)
n c2n

.

Thus C > 0. Furthermore, by an explicit calculation [3], one can get for C the following

remarkable result:

C = ∆E · e 2
√

2
3

µ3

λ , i.e. C · e− 2
√

2
3

µ3

λ = ∆E, (37)

where ∆E is given by Eq. (31).

Besides the one-instanton contribution to the correlation function 〈x(τ1)x(τ2)〉, one should

also consider contributions of the multi-instanton configurations, corresponding to multiple

underbarrier penetrations of the particle from one vacuum to the other and back. According

to Eq. (36), an average separation in Euclidean time between the objects constituting this

configuration is C−1e
2
√

2
3

µ3

λ = 1
∆E

. That, according to Eq. (31), is exponentially larger than

the size of an instanton,
√

2/µ. For this reason, interactions between (anti-)instantons can

be disregarded, and one arrives at the instanton-gas configuration

x(N)(τ) =
µ√
λ

N
∏

i=1

sign
(

τ − τ
(i)
0

)

,

whose action is equal to the sum of actions of individual instantons: S(N) = N · 2
√

2µ3

3λ
. One

can choose for concreteness the following sequence of the centers of instantons: τ
(1)
0 > τ

(2)
0 >

· · · > τ
(N)
0 . Summing over many-instanton configurations in the dilute-gas approximation,

one obtains an exponentiation of the one-instanton contribution to the correlation function

〈x(τ1)x(τ2)〉. Equations (36) and (37) yield

〈x(0)x(τ)〉 =
µ2

λ

∞
∑

N=0

(−∆E)N
∫ τ

0

dτ1

∫ τ1

0

dτ2 · · ·
∫ τN−1

0

dτN =
µ2

λ
e−τ∆E ,

where at the last step we have used an apparent fact that
∫ τ

0
dτ1
∫ τ1
0
dτ2 · · ·

∫ τN−1

0
dτN = τN

N !
.

The exponentiation of single-instanton contributions is analogous to the exponentiation of a

single-particle contribution to the partition function in the case of an ideal gas in statistical

mechanics.

The (x ↔ −x)-symmetry is now restored at τ → ∞. This restoration is produced by

instantons. The system develops a large but finite correlation length, 1/∆E, and becomes
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similar to 1D Ising model at finite temperature. Narrow instantons (represented by sign-

functions) form configurations whose counting is equivalent to the combinatorics of spin

orientations in the chain. Thus, the quantum-mechanical model for one particle in a double-

well potential resembles the spin chain, that is a macroscopic object.

A reminder on 1D Ising model.

The partition function of 1D Ising model reads

Z =
∑

{σi}
e−βE[σi] =

∑

σ1=±1

· · ·
∑

σN=±1

∏

i

eKσiσi+1 , (38)

where β = 1/T is the inverse temperature, E[σi] = −J∑
i

σiσi+1, K = βJ , and one usually

uses the units where J = 1. The model is Z2-symmetric, i.e. it is symmetric under the

replacement of all σi’s by −σi’s. One can introduce the so-called transfer-matrix T̂ with

the elements Tσσ′ = eβσσ
′
, so that T11 = T22 = eβ and T12 = T21 = e−β. The characteristic

equation det(T̂ − λÎ) = 0 yields the eigenvalues of T̂ : λ1 = 2 cosh β, λ2 = 2 sinh β. Further-

more, one usually imposes the periodic boundary conditions, where the (N + 1)-st node of

the chain coincides with the 1-st node. Then the product in Eq. (38) can be written as

∏

i

eKσiσi+1 = Tσ1σ2Tσ2σ3 · · ·TσNσ1 ,

and the partition function takes the form

Z = tr T̂N = (2 coshβ)N + (2 sinh β)N .

In the thermodynamic limit, one gets

Z = (2 cosh β)N
[

1 + (tanhβ)N
]

→ (2 coshβ)N , at N → ∞. (39)

In the ground state, all the spins are aligned. An arbitrary state, where some of them are

flipped, can be characterized by the number n of links joining differently oriented spins.

Since the full number of links is N , the corresponding statistical weight of such a state is

e−2βn · eβN . The factor of 2 in e−2βn is because, for a given link, there exist two states, in

which two spins at the end-points of this link have different orientations. Since the number

of states with a given n is equal to the number of combinations Cn
N , the partition function



29

can be represented as

Z = eβN
N
∑

n=0

Cn
Ne−2βn.

One can recognize in this representation the Taylor expansion of Eq. (39), since (2 cosh β)N =

(eβ + e−β)N = eβN(1 + e−2β)N . Such a representation makes it straightforward to calculate

the average number of flipped spins,

n̄ =

N
∑

n=0

nCn
Ne−2βn

N
∑

n=0

Cn
Ne−2βn

=

Ne−2β
N
∑

n=1

(N−1)!e−2β(n−1)

(n−1)!(N−1−(n−1))!

N
∑

n=0

N !e−2βn

n!(N−n)!

,

where the definition Cn
N = N !

n!(N−n)!
has been used. Changing the n-summation in the nu-

merator by the k-summation, where k = n− 1, one has

n̄ = Ne−2β ·

N−1
∑

k=0

(N−1)!e−2βk

k!(N−1−k)!

N
∑

n=0

N !e−2βn

n!(N−n)!

→ Ne−2β at N ≫ 1.

Accordingly, the correlation length

rc =
N

n̄
= e2β

gets exponentially large at small temperatures, where the spontaneous magnetization and

the long-range order become significant.

To calculate the spontaneous magnetization explicitly, one considers interactions of

spins with the magnetic field H . The energy of the chain in the magnetic field is

E[σi] = −
N
∑

i=1

σiσi+1 −H
N
∑

i=1

σi. The partition function is again given by the formula

Z =
∑

σ1=±1

· · ·
∑

σN=±1

Tσ1σ2 · · ·TσNσ1 ,

where the elements of the transfer-matrix now are

Tσiσi+1
= exp

[

β

(

σiσi+1 +H
σi + σi+1

2

)]

.

Explicitly, they read T11 = eβ(1+H), T22 = eβ(1−H), T12 = T21 = e−β. The characteristic

equation det(T̂ − λÎ) = 0 has the form

λ2 − 2λeβ cosh(βH) + 2 sinh(2β) = 0.
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Its roots λ1,2 = eβ cosh(βH) ±
√

e2β cosh2(βH) − 2 sinh(2β) can be written as

λ1,2 = eβ cosh(βH) ±
√

e2β sinh2(βH) + e−2β.

Similarly to the (H = 0)-case, the partition function reads

Z = tr T̂N = λN1 + λN2 = λN1

[

1 + (λ2/λ1)
N
]

→

→ λN1 =

[

eβ cosh(βH) +

√

e2β sinh2(βH) + e−2β

]N

in the thermodynamic limit N → ∞. Thus, the partition function in this limit has no

singularities, and no phase transitions occur. The spontaneous magnetization is defined by

the formula

I = − 1

N

∂F

∂H
, where F = −T lnZ = −TN ln

[

eβ cosh(βH) +

√

e2β sinh2(βH) + e−2β

]

is the free energy. A straightforward differentiation yields

I =
sinh(βH)

√

sinh2(βH) + e−4β

.

Thus, at T = 0, all the spins are aligned, and I = 1. Rather, with the increase of T , I gets

smaller than 1, that resembles the restoration of the (x ↔ −x)-symmetry by instantons in

the double-well quantum-mechanical problem.

Basics of Yang-Mills instantons.

Consider a Euclidean Yang-Mills theory with the gauge group SU(2). The covariant deriva-

tive and the field-strength tensor in the fundamental representation read

∇µO = ∂µO + [Aµ,O], Fαβ = ∂αAβ − ∂βAα + AαAβ − AβAα,

where Aα ≡ AaαT
a, T a = σa

2
, and σa’s are the Pauli matrices. To get used to these notations,

let us start with proving the Bianchi identity ∇µF̃µν = 0, where F̃µν = 1
2
εµναβFαβ is the dual

field-strength tensor. Due to the antisymmetry of the ε-tensor, one has

1

2
εµναβFαβ = εµναβ(∂αAβ + AαAβ). (40)
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Therefore,

∇µF̃µν = εµναβ {∂µ(∂αAβ + AαAβ) + Aµ(∂αAβ + AαAβ) − (∂αAβ + AαAβ)Aµ} =

= εµναβ {∂µ∂αAβ + ∂µAα · Aβ + Aα∂µAβ + Aµ∂αAβ + AµAαAβ − ∂αAβ · Aµ − AαAβAµ} ≡

≡ εµναβ {∂µ∂αAβ + (∂µAα · Aβ − ∂αAβ · Aµ)+

+(Aα∂µAβ + Aµ∂αAβ) + (AµAαAβ − AαAβAµ)} ,

where at the last step we have only regrouped the terms. Now, in the term −εµναβ∂αAβ ·Aµ,
one can redefine the indices as α→ µ, β → α, µ→ β, use the antisymmetry of the ε-tensor

to write

−εµναβ∂αAβ · Aµ = −εµναβ∂µAα · Aβ,

and cancel it with the other term in the same brackets. The same cancellation occurs in the

second brackets, where one can rename the indices µ ↔ α in the term εµναβAµ∂αAβ and

write it as

εµναβAµ∂αAβ = −εµναβAα∂µAβ.

Finally, in the term −εµναβAαAβAµ, we can rename the indices as µ → β, α → µ, β → α,

write it as

−εµναβAαAβAµ = −εµναβAµAαAβ ,

and cancel it with the other term in the third brackets. Therefore, altogether, ∇µF̃µν = 0.

Consider now the operator tr(FµνF̃µν). Let us demonstrate that it can be written as a

derivative ∂µKµ, and find the current Kµ. Using the definition of Fµν , we have

tr(FµνF̃µν) = tr
{

(∂µAν − ∂νAµ)F̃µν + (AµAν − AνAµ)F̃µν

}

.

With the use of the cyclic symmetry of the trace-operation, this expression can further be

written as

tr(FµνF̃µν) = tr
{

(∂µAν − ∂νAµ)F̃µν + AµAνF̃µν − AµF̃µνAν

}

=

= tr
{

(∂µAν − ∂νAµ)F̃µν + Aµ[Aν , F̃µν ]
}

.

Due to the Bianchi identity, ∇νF̃µν = 0, and the definition of the covariant derivative, the

commutator [Aν , F̃µν ] is equal to −∂νF̃µν . Using this fact, one can proceed further and write

tr(FµνF̃µν) = tr
{

∂µAν · F̃µν − ∂ν(AµF̃µν)
}

=
1

2
εµναβ tr {∂µAν · Fαβ − ∂ν(AµFαβ)} .
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By means of Eq. (40), this expression can be written as

tr(FµνF̃µν) = εµναβ tr {∂µAν · (∂αAβ + AαAβ) − ∂ν(Aµ∂αAβ + AµAαAβ)} =

= εµναβ tr {∂µAν · ∂αAβ + ∂µAν ·AαAβ − ∂νAµ · ∂αAβ − ∂ν(AµAαAβ)} . (41)

Consider now the following expression:

εµναβ tr ∂µ(AνAαAβ) = εµναβ tr(∂µAν · AαAβ + Aν∂µAα · Aβ + AνAα∂µAβ) =

= εµναβ tr(∂µAν ·AαAβ + ∂µAα · AβAν + ∂µAβ · AνAα),

where at the last step the cyclic symmetry of the trace-operation has been used. Renaming

the indices in the second term in the brackets as α → ν, β → α, ν → β, and in the third

term as β → ν, ν → α, α→ β, one obtains

εµναβ tr ∂µ(AνAαAβ) = 3εµναβ tr(∂µAν · AαAβ).

This formula, once read from the right to the left, can be used for a different representation

of the second term in the brackets on the right-hand side of Eq. (41). The third term in

that brackets, written (up to the trace-operation) as

εµναβ(−∂νAµ · ∂αAβ) = εµναβ∂µAν · ∂αAβ ,

can be combined together with the first term. Altogether, one has for Eq. (41):

tr(FµνF̃µν) = εµναβ tr

{

2∂µAν · ∂αAβ +
1

3
∂µ(AνAαAβ) − ∂ν(AµAαAβ)

}

.

In the last term on the right-hand side, one can again rename the indices µ ↔ ν to obtain

tr(FµνF̃µν) = εµναβ tr

{

2∂µAν · ∂αAβ +
4

3
∂µ(AνAαAβ)

}

.

One can finally construct the full derivative by adding a vanishing term ∝ εµναβ∂µ∂α:

tr(FµνF̃µν) = εµναβ tr

{

2∂µAν · ∂αAβ + 2Aν∂µ∂αAβ +
4

3
∂µ(AνAαAβ)

}

= ∂µKµ, (42)

where the desired current reads

Kµ = 2εµναβ tr

(

Aν∂αAβ +
2

3
AνAαAβ

)

.
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Next, by means of the equality trT aT b = 1
2
δab, the Yang-Mills action can be written as

S =
1

2
tr

∫

d4xF 2
µν .

Furthermore, since

F 2
µν = FµνF̃µν +

1

2
(Fµν − F̃µν)

2

and (Fµν − F̃µν)
2 ≥ 0, one can use Eq. (42) to write

S ≥ 1

2

∫

d4x∂µKµ.

Using the Gauss’ law, this expression can be rewritten as an integral over a 3D hypersurface,

so that

S ≥ 1

2

∫

dsµKµ = Q · 8π2

g2
,

where the last expression originates from the solid angle 2π2 of S3. Here Q is an integer,

called topological charge, which characterizes the mapping S3 → SU(2) ≃ S3. The action

S acquires its minimum at self-dual solutions, for which F̃ a
µν = F a

µν and

Aµ → i

g
Ω∂µΩ

†, at |x| → ∞, (43)

where Ω is a unitary matrix depending on the angles, det Ω = 1. Fields yielding a finite

action S correspond to Ω’s not reducible to the unity matrix. In particular, the matrix

Ω1 =
x4 + i~x~σ

|x|

corresponds to Q = 1, and (Ω1)
n corresponds to Q = n = 0,±1, . . .. The value of the action

S = 8π2/g2 of the self-dual solution with Q = 1, called the Yang-Mills instanton, will be

obtained explicitly at the end of this Subsection.

It appears convenient to use the representation x4 + i~x ~σ = iσ+
µ xµ with σ±

µ ≡ (~σ,∓i), and

σ+
µ σ

−
ν = δµν + iηaµνσ

a, σ−
µ σ

+
ν = δµν + iη̄aµνσ

a. (44)

Here

ηaµν =



























εaµν , µ, ν = 1, 2, 3,

−δaν , µ = 4,

δaµ, ν = 4,

0, µ = ν = 4,
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and the symbols η̄aµν differ from ηaµν by the signs in front of δaν and δaµ. The symbols

ηaµν and η̄aµν are called ’t Hooft symbols [4]. Accordingly, the matrices Ω1 and Ω†
1 can be

represented as Ω1 = iσ
+
α xα

|x| and Ω†
1 = −iσ−ν xν

|x| , so that

∂µΩ
†
1 = −iσ−

ν

(

δµν
|x| −

xµxν
|x|3

)

.

Using also Eq. (44), one has for Eq. (43)

Aµ → i

g
· σ

+
α xα
|x| σ−

ν · 1

|x|
(

δµν −
xµxν
x2

)

=
i

g
(δαν + iηaανσ

a)
xα
x2

(

δµν −
xµxν
x2

)

=

=
i

gx2
(xν + iηaανxασ

a)
(

δµν −
xµxν
x2

)

= − 1

gx2
ηaανxασ

a
(

δµν −
xµxν
x2

)

at |x| → ∞.

Using further the antisymmetry of the symbol ηaαν with respect to the interchange of indices

α↔ ν, one arrives at

Aµ ≡ Aaµ
σa

2
→ − 1

gx2
ηaαµxασ

a,

and thus

Aaµ → 2

g
ηaµν

xν
x2

at |x| → ∞.

Assuming the same angular dependence of Aaµ for any |x|, it is natural to seek Aaµ(x) in the

form

Aaµ(x) =
2

g
ηaµνxν

f(x2)

x2
, where f(x2) → 1 at x2 → ∞, and f(x2) → const·x2 at x2 → 0.

The latter condition corresponds to the requirement of having no singularity at the origin.

It turns out that one can indeed construct a self-dual solution corresponding to this ansatz.

This can be done by explicitly calculating F a
µν and F̃ a

µν , and equating the results to each

other. Let us start with calculating F a
µν = ∂µA

a
ν − ∂νA

a
µ + gεabcAbµA

c
ν . For the derivative

term one has

∂µA
a
ν =

=
2

g
ηaνα∂µ

(

xα
f

x2

)

=
2

g

[

ηaνµ
f

x2
+ ηaναxα∂µ

f

x2

]

=
2

gx2

[

−ηaµνf + 2ηaναxµxα

(

f ′ − f

x2

)]

,

and therefore

∂µA
a
ν − ∂νA

a
µ =

2

gx2

[

−2ηaµνf + 2

(

f ′ − f

x2

)

xα (xµηaνα − xνηaµα)

]

.

The term

gεabcAbµA
c
ν =

4

g
εabcηbµαηcνβxαxβ

f 2

|x|4
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can be simplified by using the equality

εabcηbµαηcνβ = δµνηaαβ − δµβηaαν − δανηaµβ + δαβηaµν ,

which yields

gεabcAbµA
c
ν =

4

g

(

x2ηaµν − xµxαηaαν − xνxβηaµβ
) f 2

|x|4 .

Thus, the field-strength tensor reads

F a
µν =

4

gx2
×

×
[

−ηaµνf + (xαxµηaνα − xαxνηaµα)

(

f ′ − f

x2

)

+
f 2

x2

(

x2ηaµν − xµxαηaαν − xνxαηaµα
)

]

=

=
4

gx2

[

ηaµνf(f − 1) + (xµxαηaνα − xνxαηaµα)

(

f ′ +
f 2 − f

x2

)]

=

= −4

g

{

ηaµν
f(1 − f)

x2
+
xµxαηaνα − xνxαηaµα

|x|4 [f(1 − f) − x2f ′]

}

. (45)

For the dual field-strength tensor this formula yields

F̃ a
µν = −2

g

{

εµνλρηaλρ
f(1 − f)

x2
+
xλxαεµνλρηaρα − xρxαεµνλρηaλα

|x|4 [f(1 − f) − x2f ′]

}

=

= −2

g

{

εµνλρηaλρ
f(1 − f)

x2
+ 2

xλxαεµνλρηaρα
|x|4 [f(1 − f) − x2f ′]

}

,

where, in order to obtain the last formula, we renamed the indices λ ↔ ρ in the term

proportional to xρxαεµνλρηaλα. The expression obtained can be handled by means of the

formula

εµνλρηaρα = δανηaµλ − δαµηaνλ − δαληaµν ,

which in particular yields εµνλρηaλρ = 2ηaµν . As a result one obtains

F̃ a
µν = −4

g

{

ηaµν
f(1 − f)

x2
− x2ηaµν + xµxληaνλ − xνxληaµλ

|x|4 [f(1 − f) − x2f ′]

}

=

= −4

g

{

ηaµνf
′ − xµxληaνλ − xνxληaµλ

|x|4 [f(1 − f) − x2f ′]

}

.

Comparing this formula with Eq. (45), one concludes that the self-duality condition F a
µν =

F̃ a
µν is reduced to the equation

x2f ′ − f(1 − f) = 0
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for the unknown function f(x2). One can straightforwardly check that the solution to this

equation reads

f(x2) =
x2

x2 + ρ2
, (46)

where ρ is a constant of integration called the instanton size or the instanton radius. Due

to the translation invariance, one can obtain an instanton solution with the center at an

arbitrary point x0:

Aaµ(x) =
2

g
ηaµν

(x− x0)ν
(x− x0)2 + ρ2

,

whose field-strength tensor is readily seen from Eqs. (45) and (46) to have the form

F a
µν(x) = −4

g
ηaµν

ρ2

[(x− x0)2 + ρ2]2
.

It can now be verified that the instanton action is indeed equal to 8π2/g2. One has

S =
1

4

∫

d4x(F a
µν)

2 =
1

4
· 16

g2
η2
aµν

∫

d4x
ρ4

(x2 + ρ2)4
.

Noticing that η2
aµν = 12 and introducing a dimensionless integration variable ξ = |x|/ρ, one

obtains

S =
48

g2
· 2π2

∫ ∞

0

dξ
ξ3

(ξ2 + 1)4
=

8π2

g2
,

where at the final step the value 1/12 of the ξ-integral has been used.

The Yang-Mills running coupling in this formula is defined at the distance equal to the

instanton size, that is g = g(ρ). Due to color confinement in Yang-Mills theory, g(ρ) grows

with the increase of ρ, and the instanton action S vanishes. Therefore, the weight of large

instantons in the partition function, ∼ e−S, is no longer exponentially small in the infra-red

limit. Hence, naïvely, instantons of large sizes should proliferate in the vacuum, and the

problem arises as how to stabilize arbitrarily large instantons. It turns out that this problem

can be solved [5] by accounting for the interaction of instantons with soft background fields,

which might provide confinement. Such fields stop an infinite growth of g(ρ) to the infra-red

region [6].
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4. One-loop effective action of a particle in a gauge field. A path-integral derivation

of the Euler-Heisenberg Lagrangian. Schwinger formula and the decay of a

metastable vacuum. World-line instantons.

One-loop effective action of a particle in a gauge field.

Consider the QCD partition function in Euclidean space,

Z =

∫

DAaµDψDψ̄e−
R

d4xL,

where the Lagrangian, the non-Abelian field-strength tensor, and the covariant derivative

are defined respectively as

L =
1

4
(F a

µν)
2 + ψ̄(γµDµ +m)ψ, F a

µν = ∂µA
a
ν − ∂νA

a
µ + igfabcAbµA

c
ν , Dµ = ∂µ + igT aAaµ.

Integrating over the quark fields and using Eq. (7), one obtains

Z =

∫

DAaµe−
1
4

R

d4x(F a
µν)2 det(γµDµ +m) = 〈exp [V · tr ln(γµDµ +m)]〉Aa

µ
,

where

〈· · ·〉Aa
µ
≡
∫

DAaµ (· · ·) e−
1
4

R

d4x(F a
µν)2 ,

and V is the four-dimensional volume occupied by the system. One can further approximate

the averaged exponent by the first cumulant, and introduce the notion of the averaged one-

loop effective action
〈

Γ[Aaµ]
〉

Aa
µ

= 〈tr ln(γµDµ +m)〉Aa
µ
,

so that, in this one-loop approximation, the partition function takes the form

Z ≃ exp
[

−V ·
〈

Γ[Aaµ]
〉

Aa
µ

]

.

In the diagrammatic language, the one-loop approximation means that Γ[Aaµ] describes a

loop of a quark with infinitely many external lines of the Aaµ-field, but does not describe

exchanges by the Aaµ-field inside the loop and/or interactions of two and more such loops.

Up to an inessential additive constant, the averaged effective action can be rewritten as

〈

Γ[Aaµ]
〉

Aa
µ

=

=
〈

tr ln(−iγµ∂µ + gγµT
aAaµ − im)

〉

Aa
µ

=
1

2

〈

tr ln
[

(−iγµ∂µ + gγµT
aAaµ)

2 +m2
]〉

Aa
µ
.
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One can further use the anticommutation relation for the Euclidean γ-matrices, {γµ, γν} =

2δµν (where, for brevity, we avoid writing the unit 4× 4-matrix explicitly), to represent the

product of two γ-matrices as

γµγν =
1

2
(γµγν + γµγν + γµγν − γµγν) = δµν + σµν ,

where σµν ≡ 1
2
[γµ, γν ]. Using the Kronecker δµν in this decomposition, one can single out

the square of the covariant derivative as

(−i∂µ + gT aAaµ)(−i∂ν + gT bAbν)(δµν + σµν) =

= −D2
µ + σµν

[

−igT a(∂µAaν + Aaν∂µ + Aaµ∂ν) + g2T aT bAaµA
b
ν

]

. (47)

Due to the antisymmetry of σµν , the term σµν(A
a
ν∂µ +Aaµ∂ν) vanishes. For the same reason,

we can write σµν∂µA
a
ν = 1

2
(∂µA

a
ν − ∂νA

a
µ), so that

Eq. (47) = −D2
µ − igσµν

[

T a

2
(∂µA

a
ν − ∂νA

a
µ) +

ig

2
(T aT b + T bT a + T aT b − T bT a)AaµA

b
ν

]

.

The symmetric part of the product T aT b yields the tensor

Oµν ≡ T aAaµ · T bAbν + T bAbν · T aAaµ.

Accordingly, Oνµ = T bAbµ ·T aAaν +T aAaν ·T bAbµ, where we have changed the order of the two

terms. Renaming the indices a ↔ b, we obtain Oνµ = Oµν , i.e. Oµν is a symmetric tensor.

Therefore,

σµνOµν = 0.

The antisymmetric part of the product T aT b yields T aT b − T bT a = ifabcT c, and we can

continue by writing

Eq. (47) = −D2
µ −

ig

2
σµνT

c(∂µA
c
ν − ∂νA

c
µ + igfabcAaµA

b
ν).

Renaming the indices in the last term as c→ a, a→ b, b→ c, and noticing that f bca = fabc,

we obtain

Eq. (47) = −D2
µ −

ig

2
σµνT

aF a
µν .

Using now Eq. (8), we can represent the averaged effective action as

〈

Γ[Aaµ]
〉

Aa
µ

= −1

2
tr

∫ ∞

0

dT

T
e−m

2T

〈

〈x| exp

{

−T
[

−D2
µ −

ig

2
σµνT

aF a
µν

]}

|x〉
〉

Aa
µ

.
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Similarly to the 1D case [cf. the equation next to Eq. (3)], the matrix element in this

formula can be represented as an infinite product of the amplitudes of transitions, which

occur during infinitesimal intervals of proper time:

lim
n→∞

∫

d4x1 · · · d4xn 〈x, T |xn, τn〉 〈xn, τn|xn−1, τn−1〉 · · · 〈x1, τ1|x, 0〉 .

For each such matrix element, we can give meaning to the square of the covariant derivative

in the exponent in the same way as it was done after Eq. (4) for the ordinary derivative. We

have (not distinguishing upper and lower Lorentz indices)

〈xk+1, τk+1|xk, τk〉 = 〈xk+1| eεD
2
µ |xk〉 =

∫

d4pk
(2π)4

eip
µ
k∆xµ

k−ε(p
µ
k+gTaAa

µ)2 ,

where ∆xk ≡ xk+1−xk and Aaµ ≡ Aaµ(
xk+1+xk

2
). Introducing instead of pµk a new momentum,

qµk = pµk + gT aAaµ, we can readily perform the Gaussian integration over qµk :

∫

d4qk
(2π)4

ei(q
µ
k−gTaAa

µ)(∆xk)µ−εq2k = e−igT
aAa

µ(∆xk)µ · 1

(4πε)2
e−

(∆xk)2

4ε .

Thus, we obtain

〈x| eTD2
µ |x〉 = lim

n→∞

∫

d4x1

(4πε)2
· · · d

4xn
(4πε)2

e
−

P

k

»

(∆xk)2

4ε
+igTaAa

µ(∆xk)µ

–

=

=

∫

P

Dxµe−
1
4

R T
0 dτẋ2

µ · trP exp

(

−ig
∫ T

0

dτT aAaµẋµ

)

.

In the last formula,

∫

P

≡
∫

xµ(T )=xµ(0)

, where trajectories xµ(τ) are such that

∫ T

0

dτxµ(τ) = 0. (48)

Here P stands for “periodic”, while “P exp” denotes the path-ordered exponent (with P

standing for “path”), similarly to the time-ordered “T exp”, which represents an S-matrix.

Altogether, we have for the averaged effective action:

〈

Γ[Aaµ]
〉

Aa
µ

= −1

2

∫ ∞

0

dT

T
e−m

2T×

×
∫

P

Dxµe−
1
4

R T
0 dτẋ2

µ

〈

trP exp

[

−ig
∫ T

0

dτT a
(

Aaµẋµ −
σµν
2
F a
µν

)

]〉

Aa
µ

. (49)

The term ∝ σµνF
a
µν in the P -exponent, called spin factor, can be described by means of

antiperiodic functions ψµ(τ). They represent γ-matrices in the sense of the substitution
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γµ
√

2
→ ψµ. With the use of these functions, the averaged one-loop effective action can be

written as

〈

Γ[Aaµ]
〉

Aa
µ

= −(2s+ 1)

∫ ∞

0

dT

T
e−m

2T

∫

P

Dxµ
∫

A

Dψµe−
R T
0
dτ( 1

4
ẋ2

µ+ 1
2
ψµψ̇µ)×

×
〈

trP exp

[

−ig
∫ T

0

dτT a
(

Aaµẋµ − ψµψνF
a
µν

)

]〉

Aa
µ

.

Here
∫

A

≡
∫

ψµ(T )=−ψµ(0)

(A stands for “antiperiodic”), and s is the spin of the fermion (e.g., for a quark, s = 1/2).

Using the non-Abelian Stokes’ theorem, the spin factor can be expressed through the

other Aaµ-dependent term,

〈W [xµ(τ)]〉Aa
µ
≡ 〈W (C)〉Aa

µ
=

〈

trP exp

(

−ig
∫ T

0

dτT aAaµẋµ

)〉

Aa
µ

, (50)

as

exp

[

−2

∫ T

0

dτψµψν
δ

δsµν(x(τ))

]

〈W (C)〉Aa
µ
,

where the variation with respect to the surface element lying on the contour recovers the

field-strength tensor. Therefore, the whole dependence of the (unaveraged) effective action

Γ[Aaµ] on the gauge field Aaµ is reduced to that of the phase factor W (C), which is defined at

a closed contour C parametrized by the vector-function xµ(τ). This gauge-invariant phase

factor is called Wilson loop. Often, its average, Eq. (50), is for brevity also called just

a Wilson loop (not Wilson-loop average). The same reduction of the Aaµ-dependence to

that of a Wilson loop holds for any gauge-invariant amplitude describing vacuum→vacuum

transition.

In a quantum theory, unlike the classical one, Wilson-loop averages are observable. In

the simplest, Abelian, case, this is illustrated by the Aharonov-Bohm experiment. It is

a modification of the famous experiment with two screens discussed at the beginning of

the course, where one of the screens has two slots, and a detector measures at the other

screen the interference picture produced by the electron beams, which pass through these

slots. In the Aharonov-Bohm experiment, one places between the two screens a solenoid,

perpendicular to the line, which connects the slots. The magnetic field (which has only one

component) is non-vanishing, B 6= 0, only inside the solenoid, while everywhere outside it
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B = 0. Electrons, in general (i.e. unless their beams cross the solenoid, that can happen

with the vanishing probability if we make the solenoid infinitely thin), pass through the

region where B = 0, but the vector-potential is non-vanishing, Aµ 6= 0. That turns out to

be sufficient for the interference picture to change with the change of B.

To understand the reason for that, consider the amplitude of probability for a (massless

and spinless, for simplicity) electron to propagate from the source at the point x to some

point y at the screen where the detector is located. This amplitude reads

Ψ(x, y|Aµ) =
∑

C1

e
ie

R

C1
dzµAµ +

∑

C2

e
ie

R

C2
dzµAµ .

Here (−e) is the electron charge, C1 and C2 are the trajectories of the beams passing through

the two slots and having the solenoid between them, and

∑

C

≡
∫ ∞

0

dT

∫

z(0)=x
z(T )=y

Dzµe−
1
4

R T
0 dτ ż2µ(τ),

where C is either C1 or C2 The intensity of the interference pattern, contained in

|Ψ(x, y|Aµ)|2, is described by the cross term

e
ie

R

C1
dzµAµ · e−ie

R

C2
dzµAµ = exp

[

ie

∮

C1∪(C2)−1

dzµAµ

]

,

where (C2)
−1 denotes contour C2 passed in the opposite direction, i.e. from y to x. This

expression is just the Wilson loop, and it does not depend on the shape of the closed contour

C1 ∪ (C2)
−1 because, due to the (Abelian) Stokes’ theorem, it equals to

e
ie
2

R

dsµνFµν = eieBS,

where S is the area of the cross-section of the solenoid (and BS is the magnetic flux through

the solenoid). This is the formal reason why the interference picture changes with the change

of B. We also see that, by means of the path-integral representation for the probability

amplitude, Wilson-loop averages are indeed observable in a quantum theory, i.e. their values

can be measured experimentally.

A path-integral derivation of the Euler-Heisenberg Lagrangian. Schwinger formula.

Following the method described in Ref. [7], we calculate now the one-loop effective action of

an electron in a constant Abelian electromagnetic field. Here “constant” means constancy
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(i.e. independence of a space-time point) of the field-strength tensor Fµν . Accordingly, the

vector-potential of such a field has the form

Aµ(x) =
1

2
xνFνµ. (51)

The field Aµ(x) is an external classical field, therefore there is no average over it, and no

notion of the averaged effective action. Omitting “tr” and “P ”, which apply only to the

non-Abelian case, we can write the effective action as

Γ[Aµ] = −2

∫ ∞

0

dT

T
e−m

2T×

×
∫

P

Dxµ
∫

A

Dψµ exp

[

−
∫ T

0

dτ

(

1

4
ẋ2
µ +

1

2
ψµψ̇µ + ieAµẋµ − ieψµψνFµν

)]

.

For the sake of generality, we perform now all the calculations in a D-dimensional Euclidean

space.

We start with the calculation of the corresponding bosonic determinant. Note that, for

a free boson, the path integral in D dimensions has been calculated in the 2nd lecture, and

reads
∫

P

Dxµ exp

[

−1

4

∫ T

0

dτẋ2
µ

]

=
[

detP (−∂2
τ )
]−1/2

= (4πT )−D/2. (52)

For the vector-potential (51), the term ieAµẋµ yields the bosonic path integral of interest

∫

P

Dxµ exp

[

−1

4

∫ T

0

dτ
(

ẋ2
µ − 2ieFµν ẋµxν

)

]

.

Due to the periodic boundary condition, xµ(T ) = xµ(0), one has
∫ T

0
dτẋµxν = −

∫ T

0
dτxµẋν ,

and the path integral can be written as
∫

P

Dxµ exp

[

−1

4

∫ T

0

dτxµ
(

−∂2
τ δµν + 2ieFµν∂τ

)

xν

]

=
[

detP (−∂2
τ 1̂ + 2ieF̂ ∂τ )

]−1/2

=

= (4πT )−D/2 ·
[

detP (1̂ − 2ieF̂ ∂−1
τ )
]−1/2

.

Here Ô denotes a 4 × 4-matrix, and in the last step we have used Eq. (52). Further,

representing det as etr ln and using the known Taylor series

ln(1 + x) =

∞
∑

n=1

(−1)n+1

n
· xn,

one has

[

detP (1̂ − 2ieF̂ ∂−1
τ )
]−1/2

= exp

[

−1

2

∞
∑

n=1

(−1)n+1

n
(−2ie)n(tr F̂ n) · (TrP ∂

−n
τ )

]

. (53)
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The functional trace in the periodic case, TrP , can be calculated similarly to the trace

in the antiperiodic case, TrA. To do so, consider the following quantity depending on some

parameter C:

σ
(n)
A,P (C) ≡ TrA,P [(∂τ − C)−n]. (54)

By means of the Taylor expansion, it can be expressed through σ
(1)
A,P (C) as

σ
(n)
A,P (C) =

1

(n− 1)!

(

d

dC

)n−1

σ
(1)
A,P (C). (55)

Now, since the spectrum of the operator (∂τ −C) is known in both the periodic and the an-

tiperiodic cases, further calculation can be done by a direct summation of the corresponding

eigenvalues.

We start with the antiperiodic case. There we have

σ
(1)
A (C) =

+∞
∑

n=−∞

1

i · 2π
T

(n + 1
2
) − C

=
+∞
∑

n=−∞

−i · 2π
T

(n + 1
2
) − C

(2π
T

)2(n+ 1
2
)2 + C2

.

In the sum corresponding to the first addendum in the numerator, (n = 0)-term cancels

with the (n = −1)-term, (n = 1)-term cancels with the (n = −2)-term, and so on, i.e. in

general every n-th term with n ≥ 0 cancels with the (−n − 1)-th term. Thus, only the

second addendum in the numerator contributes, and we have

σ
(1)
A (C) = −C

+∞
∑

n=−∞

1

(2π
T

)2(n + 1
2
)2 + C2

.

Noting again that (n+ 1
2
)2
∣

∣

∣

n≥0
= [(−n− 1) + 1

2
]2, we can finally write this sum as

σ
(1)
A (C) = −2C

∞
∑

n=0

1

(2π
T

)2(n+ 1
2
)2 + C2

.

One can further use the following known representation of the hyperbolic tangent:

tanh

(

πx

2

)

=
x

π
·

∞
∑

n=0

1

(n + 1
2
)2 + (x

2
)2 .

One obtains

σ
(1)
A (C) = −2C

(

T

2π

)2

·
∞
∑

n=0

1

(n+ 1
2
)2 +

(

CT
2π

)2 = −T
2

tanh

(

CT

2

)

.
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Using Eq. (55), we can now calculate σ
(n)
A (C) as

σ
(n)
A (C) = −T

2

1

(n− 1)!

(

d

dC

)n−1

tanh

(

CT

2

)

.

Introducing instead of C a new parameter x = CT/2, one can write this expression as

σ
(n)
A (C) = − 1

(n− 1)!

(

T

2

)n(
d

dx

)n−1

tanh x

∣

∣

∣

∣

x= CT
2

. (56)

To perform the differentiation, one can Taylor expand the tanh-function as

tanh x =

∞
∑

k=1

22k(22k − 1)B2k

(2k)!
x2k−1,

where B2k are Bernoulli numbers, and apply the formula
(

d

dx

)n

xm = m(m− 1) · · · (m− n + 1)xm−n.

This yields

(

d

dx

)n−1

x2k−1 = (2k − 1) · · · (2k − n + 1)x2k−n =
(2k − 1)!

(2k − n)!
·
(

CT

2

)2k−n
for k ≥ n

2
,

and 0 for k < n
2
. Equation (56) then leads to

σ
(n)
A (C) = − 1

(n− 1)!

(

T

2

)n ∞
∑

k=n/2

22k(22k − 1)B2k

(2k)!
· (2k − 1)!

(2k − n)!
·
(

CT

2

)2k−n
=

= − 1

(n− 1)!

∞
∑

k=n/2

(22k − 1)B2k

2k · (2k − n)!
· T 2k · C2k−n.

We recall now the initial Eq. (54), and take the limit C → 0. (That is why the Taylor

expansion of tanh was legitimate.) In this limit, only the (k = n/2)-term in the sum

survives, and one obtains the desired result

TrA(∂−nτ ) = − 1

n!
(2n − 1)BnT

n for even n. (57)

For the periodic boundary conditions, we should use in Eq. (55) σ
(1)
P (C) without the

(n = 0)-mode, i.e.

σ
(1)
P (C) =

+∞
∑

n=−∞
n6=0

1

i · 2π
T
n− C

.

The reason for that is because this mode, corresponding to the translation of the contour as

a whole, has already been taken into account by demanding that not only xµ(T ) = xµ(0),



45

but also that
∫ T

0
dτxµ(τ) = 0 [cf. Eq. (48)]. In other words, xµ(τ) describes the shape of

the contour, whereas the position of the contour corresponds to the (n = 0)-mode. The

position-vector, once integrated over, yields a factor of volume in the initial relation Z ≃
exp
[

−V ·
〈

Γ[Aaµ]
〉

Aa
µ

]

.

Proceeding further, we have

σ
(1)
P (C) =

+∞
∑

n=−∞
n6=0

−i · 2π
T
n− C

(

2π
T
n
)2

+ C2

= −C
( T

2π

)2
+∞
∑

n=−∞
n6=0

1

n2 +
(

CT
2π

)2 .

Such a sum was calculated at the end of the 2nd lecture:

+∞
∑

n=−∞
n6=0

1

n2 +
(

CT
2π

)2 =
2π

CT

[

π coth
(CT

2

)

− 2π

CT

]

.

One gets

σ
(1)
P (C) = −T

2

(

coth x− 1

x

)∣

∣

∣

∣

x=CT/2

,

and, by means of Eq. (55),

σ
(n)
P (C) = − 1

(n− 1)!

(

T

2

)n(
d

dx

)n−1(

coth x− 1

x

)∣

∣

∣

∣

x=CT/2

.

The differentiation can again be performed by using the known Taylor series,

coth x− 1

x
=

∞
∑

k=1

22k

(2k)!
B2kx

2k−1,

so that

σ
(n)
P (C) = − 1

(n− 1)!

(

T

2

)n ∞
∑

k=n/2

22k

(2k)!
B2k ·

(2k − 1)!

(2k − n)!

(

CT

2

)2k−n
=

= − 1

(n− 1)!

∞
∑

k=n/2

B2k

2k · (2k − n)!
T 2kC2k−n.

In the limit C → 0 of interest, only the (k = n/2)-term in the sum survives, and we obtain

the desired result:

TrP (∂−nτ ) = − 1

n!
BnT

n for even n. (58)

Using Eqs. (57) and (58), we can now proceed with the calculation of the bosonic and

fermionic determinants. For the bosonic determinant, Eq. (53), we have

[

detP (1̂ − 2ieF̂ ∂−1
τ )
]−1/2

= exp



−1

2

∞
∑

n=2
n even

(−1)n+1

n
(−2ie)n(trF̂ n) ·

(

−T
n

n!
Bn

)



 =
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= exp



−1

2

∞
∑

n=2
n even

Bn

n!n
(2ieT )n(tr F̂ n)



 . (59)

The fermionic determinant appears from the corresponding path integral as follows:
∫

A

Dψµ exp

[

−
∫ T

0

dτ

(

1

2
ψµψ̇µ − ieψµψνFµν

)]

=

=

∫

A

Dψµ exp

[

−1

2

∫ T

0

dτψµ (∂τδµν − 2ieFµν)ψν

]

=
[

detA(∂τ 1̂ − 2ieF̂ )
]1/2

.

Using the normalization of the free path integral,
∫

A

Dψµe−
1
2

R T
0
dτψµψ̇µ = [detA ∂τ ]

1/2 = 1,

we continue:
[

detA(∂τ 1̂ − 2ieF̂ )
]1/2

=
[

detA(1̂ − 2ieF̂ ∂−1
τ )
]1/2

=

= exp

[

1

2

∞
∑

n=1

(−1)n+1

n
(−2ie)n(tr F̂ n)(TrA ∂

−n
τ )

]

.

Using finally Eq. (57), one obtains

[

detA(∂τ 1̂ − 2ieF̂ )
]1/2

= exp





1

2

∞
∑

n=2
n even

Bn

n!n
(2n − 1)(2ieT )n(tr F̂ n)



 . (60)

To accomplish the derivation, we should calculate the sums in Eqs. (59) and (60). We

proceed in Minkowski space-time, where

tr (F̂ 2) = 2(a2 − b2),

where

a2 =
1

2

[

E2 − H2 +
√

(E2 − H2)2 + 4(EH)2
]

,

and

b2 =
1

2

[

H2 −E2 +
√

(E2 − H2)2 + 4(EH)2
]

,

are related to the two invariants of the electromagnetic field as a2 − b2 = E2 − H2, a2b2 =

(EH)2. Similarly, one has

tr (F̂ 2n) = 2[(a2)n + (−b2)n].

Therefore, one can represent the sum in Eq. (59) as

1

2

∞
∑

n=2
n even

Bn

n!n
(2ieT )n(tr F̂ n) =

∞
∑

n=2
n even

Bn

n!n
(2ieT )n[(a2)n/2 + (−b2)n/2]. (61)
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Using now the Taylor series

ln
sin x

x
=

∞
∑

k=1

(−1)k22k−1B2kx
2k

k(2k)!
=

∞
∑

n=2
n even

(2ix)nBn

n · n!
,

one has

Eq. (61) = ln
sin(eaT )

eaT
+ ln

sin(iebT )

iebT
= ln

sin(eaT ) sinh(ebT )

(eaT )(ebT )
.

Plugging this expression into Eq. (59), one obtains the bosonic determinant

[

detP (1̂ − 2ieF̂ ∂−1
τ )
]−1/2

=
(eaT )(ebT )

sin(eaT ) sinh(ebT )
.

Similarly, using the Taylor series

ln cos x =

∞
∑

n=2
n even

(2ix)n(2n − 1)

n · n!
Bn,

one has for the sum in Eq. (60):

1

2

∞
∑

n=2
n even

Bn

n!n
(2n − 1)(2ieT )n(tr F̂ n) =

∞
∑

n=2
n even

Bn

n!n
(2n − 1)(2ieT )n[(a2)n/2 + (−b2)n/2] =

= ln cos(eaT ) + ln cos(iebT ) = ln[cos(eaT ) cosh(ebT )].

Therefore, the fermionic determinant reads

[

detA(∂τ 1̂ − 2ieF̂ )
]1/2

= cos(eaT ) cosh(ebT ).

Altogether, one obtains the proper-time representation for the (unsubtracted) Euler-

Heisenberg one-loop effective action of a spin- 1
2

particle in 4D Minkowski space-time:

Γ[Aµ]spin− 1
2

= − 2

(4π)2

∫ ∞

0

dT

T 3
e−m

2T (eaT )(ebT )

tan(eaT ) tanh(ebT )
.

Accordingly, for a spin-0 particle, the effective action reads

Γ[Aµ]spin−0 =
1

(4π)2

∫ ∞

0

dT

T 3
e−m

2T (eaT )(ebT )

sin(eaT ) sinh(ebT )
.

Consider now the case of vanishing magnetic field, H = 0. For a spin-0 particle, one has

Γ[E]spin−0 =
1

(4π)2

∫ ∞

0

dT

T 3
e−m

2T eET

sin(eET )
=

(

eE

4π

)2 ∫ ∞

0

dx

x2
· e−

m2x
eE

sin x
,
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where x = eET is the dimensionless integration variable. In the vicinity of the points

x = πn, one can write

sin x = sin(x− πn + πn) = (−1)n sin(x− πn) ≃ (−1)n · (x− πn).

One can now calculate the imaginary part of the effective action by shifting the poles down-

wards from the real axis:

Im
1

x− πn + i0
= −π · δ(x− πn).

One obtains

Im Γ[E]spin−0 =
(eE)2

16π

∞
∑

n=1

(−1)n+1

(πn)2
e−

πm2n
eE =

(eE)2

16π3

∞
∑

n=1

(−1)n+1

n2
e−

πm2n
eE . (62)

Similarly, in the spin-1
2

case, one has

Γ[E]spin− 1
2

= − 2

(4π)2
(eE)2

∫ ∞

0

dx

x2
· e−

m2x
eE

tanx
.

The imaginary part of the function 1
tan x

near the pole x = πn−i0 is −π·δ(x−πn). Therefore,

Im Γ[E]spin− 1
2

=
(eE)2

8π

∞
∑

n=1

e−
πm2n

eE

(πn)2
=

(eE)2

8π3

∞
∑

n=1

e−
πm2n

eE

n2
. (63)

Equations (62) and (63) are called Schwinger formulae. They yield the rates of production

of particle-antiparticle pairs, i.e. the number of pairs produced in a unit 4D volume. The

Schwinger formulae are explicitly nonperturbative, i.e. nonanalytic in eE. The probability

for the vacuum of a given, either scalar or spinor, field theory (contained in the 4D volume

V (4) in the presence of a constant electric field E) not to decay, called vacuum persistence

probability, is given by the expression e−2V (4)·Im Γ[E]. This quantity is exponentially small.

Accordingly, the probability for the vacuum to decay by converting its energy to the pro-

duction of particle-antiparticle pairs, i.e. the probability of vacuum non-persistence to the

applied electric field, is
(

1 − e−2V (4)·ImΓ[E]
)

.

The factor of 2 in the exponents above is because the probability is equal to the square

of the pair-creation amplitude. It appears naturally in the following interpretation of the

Schwinger formula [8]. One can split the full momentum p of a produced pair as p = (p⊥, p‖),

where p⊥ = p×E

E
is the part perpendicular to E, while p‖ = pE

E
is the projection of p on E.

In the spin-0 case, consider the quantity

ln[1 + ρ(p⊥)] =

∞
∑

n=1

(−1)n+1

n
ρn(p⊥), (64)
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where

ρ(p⊥) = exp

(

−π · p2
⊥ +m2

eE

)

.

One can integrate Eq. (64) over d3p by using the following equalities:

∫

d3p

(2π)3
ρn(p⊥) =

eET

(2π)3
e−

πm2n
eE

∫

d2p⊥e−
πp2

⊥n

eE =
(eE)2T

(2π)3
· e−

πm2n
eE

n
.

Here T is the time of observation, and the factor eET is produced by the “empty” integration

over p‖. Accordingly, Eq. (64) yields

V (3)

∫

d3p

(2π)3
ln[1 + ρ(p⊥)] =

(eE)2V (4)

(2π)3

∞
∑

n=1

(−1)n+1

n2
e−

πm2n
eE , (65)

where the 4D volume occupied by the system is a product of the 3D volume and the time

of observation, i.e. V (4) = V (3)T . Equations (62) and (65) lead together to the following

formula:

2V (4) · Im Γ[E]spin−0 = V (3)

∫

d3p

(2π)3
ln[1 + ρ(p⊥)]. (66)

Similarly, in the spin-1
2

case, one can use the expansion

ln[1 − ρ(p⊥)] = −
∞
∑

n=1

ρn(p⊥)

n

to obtain

V (3)

∫

d3p

(2π)3
ln[1 − ρ(p⊥)] = −(eE)2V (4)

(2π)3

∞
∑

n=1

e−
πm2n

eE

n2
.

Comparing this expression with Eq. (63), one concludes that

2V (4) · Im Γ[E]spin− 1
2

= −2V (3)

∫

d3p

(2π)3
ln[1 − ρ(p⊥)], (67)

where the prefactor of (−2) on the right-hand side is due to the spin and statistics of a

fermion. One can now see from the representations (66) and (67) that the (n = 1)-term in

2 · Im Γ[E], namely

ρ̄ ≡ (2s+ 1)
(eE)2

(2π)3
e−

πm2

eE ,

is equal to the mean number of pairs in the unit of the four-volume V (4). Terms with

n ≥ 2 describe an additional Fermi-repulsion or a Bose-attraction of produced particles at

their given mean four-density 2ρ̄. These higher-order terms represent quantum-mechanical

exchange corrections, and emerge due to the coherent pair creation, that is the creation
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of n ≥ 2 pairs in the elementary four-volume of pair formation ∼ (eE)−2. Schwinger

formulae (62) and (63) represent the virial expansion of 2·Im Γ[E] in powers of the parameter

e−
πm2

eE ∼ ρ̄(eE)−2, which is thus the mean number of pairs in the elementary four-volume of

pair formation. Such an expansion is analogous to that of the pressures of the ideal Fermi

and Bose gases in powers of the mean number of particles in the three-volumes.

The pre-exponents and the sums over n in the Schwinger formulae emerge from the

determinant of quantum fluctuations around the classical trajectory of a created particle-

antiparticle pair in the electric field. As such, they can only be obtained by some nontrivial

methods, like the one described above. Instead, the exponent e−
πm2n

eE is of the semi-classical

origin, and can be obtained by using elementary quantum-mechanical methods. Indeed, the

creation of the pair can be viewed as a transition of a particle from the initial state with the

energy εin = −
√

p2(z) +m2+eEz to the final state with the energy εf =
√

p2(z) +m2+eEz.

Here, p(z) is the semi-classical momentum of the particle, and we have assumed that the

electric field points to the z-direction, so that the corresponding potential reads ϕ = −Ez.
The transition from the first state to the second one occurs under the potential barrier,

where the momentum of the particle, p(z) =
√

(ε− eEz)2 −m2, is an imaginary-valued

function. The semi-classical probability of the under-barrier penetration reads

w ∝ exp






−2

ε+m
eE
∫

ε−m
eE

dz|p(z)|






,

where the turning points are defined by the equation p(z) = 0. Introducing, instead of z, a

new integration variable x = ε− eEz, one has

w ∝ exp

[

− 2

eE

∫ m

−m
dx

√
m2 − x2

]

= e−
2

eE
·πm2

2 = e−
πm2

eE .

Thus, the semi-classical exponent from the Schwinger formulae is reproduced.

World-line instantons. An interpretation of the Schwinger formula as a decay of a

metastable vacuum.

Consider the one-loop effective action of a scalar particle in an Abelian background gauge

field:

Γ[Aµ] =

∫ ∞

0

dT

T
e−m

2T

∫

P

Dxµ exp

[

−
∫ T

0

dτ

(

ẋ2
µ

4
+ ieAµẋµ

)]

.
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Introducing, instead of τ , a new integration variable u = τ/T , one has

∫ T

0

dτ

(

ẋ2
µ

4
+ ieAµẋµ

)

=
1

4T

∫ 1

0

duẋ2
µ + ie

∫ 1

0

duAµẋµ.

Introducing also, instead of T , a dimensionless variable

Tnew = m2T, (68)

and denoting it henceforth as just T , one further has

Γ[Aµ] =

∫ ∞

0

dT

T
e−T

∫

P

Dxµ exp

[

−
(

m2

4T

∫ 1

0

duẋ2
µ + ie

∫ 1

0

duAµẋµ

)]

.

One can now perform the T -integration first, before the path integration. That yields

Γ[Aµ] = 2

∫

P

Dxµ ·K0(2T∗) · exp

(

−ie
∫ 1

0

duAµẋµ

)

,

where K0 is the MacDonald function, and

T∗ ≡
m

2

√

∫ 1

0

duẋ2
µ (69)

is the saddle point of the T -integral. One can furthermore assume that T∗ ≫ 1 to obtain

Γ[Aµ] ≃
√

2π

m

∫

P

Dxµ
1

(

∫ 1

0
duẋ2

µ

)1/4
exp



−



m

√

∫ 1

0

duẋ2
µ + ie

∫ 1

0

duAµẋµ







 .

It will be shown below that the condition T∗ ≫ 1 corresponds to the weak-field approxima-

tion.

In the equation of motion,
d

du

δS

δẋµ
=

δS

δxµ
,

one should now use the derived world-line action [9]

S = m

√

∫ 1

0

duẋ2
µ + ie

∫ 1

0

duAµẋµ.

We consider again constant fields, Aµ(x) = 1
2
xνFνµ, so that

S = m

√

∫ 1

0

duẋ2
µ +

ie

2
Fνµ

∫ 1

0

duxν ẋµ. (70)
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The resulting equation of motion,

m · d
du

ẋµ
√

∫ 1

0
du′ẋ2

ν

+
ie

2
Fνµẋν =

ie

2
Fνλ

δ

δxµ

∫ 1

0

du′xν ẋλ =
ie

2
Fµλẋλ,

takes a simple form

m
ẍµ

√

∫ 1

0
du′ẋ2

ν

= ieFµν ẋν . (71)

A periodic solution xµ(u) to this equation is called a world-line instanton [9, 10]. Multiplying

Eq. (71) by ẋµ and summing over µ, one gets ẋµẍµ = 0, that leads to the constancy of the

velocity:

ẋ2
µ = constant ≡ a2. (72)

By means of this formula, the condition T∗ ≫ 1 takes the form

ma≫ 1. (73)

We consider now a class of time-dependent background fields, for which it is possible to

find the stationary instanton paths explicitly. In Euclidean space, such fields are

A3 = A3(x4), Aµ = 0 for µ 6= 3. (74)

Since Fµ1 = Fµ2 = 0, the equation of motion (71) yields ẍ1 = ẍ2 = 0, and therefore

ẋ1 = constant, ẋ2 = constant. For x1 and x2 to be periodic functions of u, one requires

ẋ1 = ẋ2 = 0. Thus, Eq. (72) yields

a2 = ẋ2
3 + ẋ2

4. (75)

The equation of motion takes the form

ẍµ =
iea

m
Fµν ẋν ,

and reduces to the equations

ẍ3 =
iea

m
F34ẋ4 = −iea

m
· dA3

dx4
ẋ4 and ẍ4 = −iea

m
F34ẋ3. (76)

The first of these equations can be integrated, that yields

ẋ3 = −iea
m

· A3(x4), (77)
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where the additive constant of integration has been set to 0 due to the periodicity of ẋ3.

Accordingly, one has

|ẋ4| =
√

a2 − ẋ2
3 = a ·

√

1 +

[

eA3(x4)

m

]2

. (78)

By virtue of Eq. (72) and the periodicity of x3,4(u), the world-line action (70), calculated at

the stationary (i.e. obeying the above equations of motion) solutions, reads

S = ma + ie

∫ 1

0

dux3F34ẋ4. (79)

One can furthermore apply (twice) integration by parts, along with the second of two

Eqs. (76), to write

∫ 1

0

du(ẋ4)
2 = −

∫ 1

0

dux4ẍ4 =
iea

m

∫ 1

0

dux4F34ẋ3 = −iea
m
F34

∫ 1

0

dux3ẋ4.

Therefore,
m

a

∫ 1

0

du(ẋ4)
2 = −ieF34

∫ 1

0

dux3ẋ4.

Using this expression for the second term on the right-hand side of Eq. (79), we have

S = ma− m

a

∫ 1

0

du(ẋ4)
2 =

m

a

[

a2 −
∫ 1

0

du(ẋ4)
2

]

=
m

a

∫ 1

0

du(ẋ3)
2, (80)

where, at the last stage, Eq. (75) has been used.

Consider now a constant electric field E, for which

A3(x4) = −iEx4. (81)

Accordingly, Eq. (78) takes the form

∣

∣

∣

∣

dx4

du

∣

∣

∣

∣

= a ·
√

1 −
(

eE

m

)2

x2
4,

and its solution reads

x4(u) =
m

eE
sin

(

eEa

m
u

)

. (82)

Using this formula, we further have for Eq. (77):

dx3

du
= −iea

m
· A3(x4) = −eEa

m
· x4(u) = −a · sin

(

eEa

m
u

)

.

Integrating this equation, we obtain

x3(u) =
m

eE
cos

(

eEa

m
u

)

. (83)
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For the solutions (82) and (83) to be periodic with period 1, the constant a should have the

form

a =
m

eE
· 2πn, where n = 1, 2, . . . .

With this expression for a, condition (73) becomes

1 ≪ ma =
m2

eE
· 2πn.

This inequality should hold for any integer n, even for n = 1. That yields the weak-field

condition which, with the speed of light c and the Planck constant ~ written explicitly, has

the form

E ≪ 2πm2c3

e~
∼ 1016 V/cm.

Even the strongest experimentally accessible electric fields satisfy this condition well

enough [11]. Thus, the saddle-point trajectories (world-line instantons) in the path inte-

gral are circles of radius m
eE

[9]:

x3(u) =
m

eE
cos(2πnu), x4(u) =

m

eE
sin(2πnu).

The integer n counts the number of times, which the closed trajectory is travelled. The

corresponding action of the world-line instanton, Eq. (80), reads

S =
m

a

(

2πnm

eE

)2 ∫ 1

0

du sin2(2πnu) =
eE

2πn
·
(

2πnm

eE

)2

· 1

2
=
πnm2

eE
. (84)

An important conclusion is that this expression coincides with the exponent in the Schwinger

formulae, Eqs. (62) and (63). The action (84) at n = 1 is nothing but an elementary (i.e.

minimal nontrivial) flux of the electric field through the circle of radius m
eE

. Indeed, such

an elementary flux reads eE · π( m
eE

)2 = πm2

eE
. Multiple fluxes can be obtained from the

elementary one upon the multiplication by an integer n.

We will now demonstrate that such a circle of radius

Rc ≡
m

eE
(85)

can be viewed as a critical 2D bubble of the metastable vacuum phase. This phase, charac-

terized by the electric field E, is decaying to a stable phase, filled with particle-antiparticle

pairs. Whether a bubble of a given radius R, spontaneously created in the metastable

phase, has a chance to drive the vacuum to the stable phase depends on the magnitude of



55

R. Namely, if R is smaller than the radius of a critical fluctuation, then the bubble will

collapse back. Instead, if at least one bubble of the radius equal or larger than the critical

one appears, it starts an unlimited expansion, unless the whole space is filled by its new,

stable, vacuum phase. One can readily find the critical radius by extremizing the action

of a bubble. In the case of pair-production, the created bubble is equivalent to a particle

of mass m, evolving (in Euclidean space under consideration) along a circle of radius R.

Such a bubble increases the action of the vacuum by an amount of m · 2πR, and decreases

this action by an amount of the corresponding flux eE · πR2 of the electric field, which is

“eaten up” inside the circle. Thus, the action of the “bubble”, Sb[R], should be defined as a

difference of these two contributions to the vacuum action:

Sb[R] = m · 2πR− eE · πR2.

The extremality condition, dSb

dR
= 0, indeed yields the value of the critical radius given by

Eq. (85). The corresponding action of the critical bubble, Sb[Rc] = πm2

eE
, coincides with

Eq. (84) at n = 1.

Finally, we discuss the difference of the case where the produced particles are fermions,

Eq. (63), from the case where they are bosons, Eq. (62). In the spinor case, one should

insert into the path integral the following spin factor [cf. Eq. (49)]:

S[xµ(τ), Aµ] = trL exp

[

ie

2
σµν

∫ T

0

dτFµν(x(τ))

]

,

where σµν = 1
2
[γµ, γν], and “L” stands for “Lorentz”. For the vector-potential given by

Eqs. (74) and (81), one has Fµ1 = Fµ2 = 0, while F34 = iE, so that

exp

[

ie

2
σµν

∫ T

0

dτFµν(x(τ))

]

= exp

[

−eET
2

(σ34 − σ43)

]

= exp(−eETσ34).

To calculate the trace over Lorentz indices, we use the anticommutation relation for the

Euclidean γ-matrices, {γµ, γν} = 2δµν · 1̂. According to this relation, γ2
µ = 1̂ for any µ =

1, 2, 3, 4, and γ4γ3 = −γ3γ4. Therefore, (γ3γ4)
2 ≡ γ3γ4γ3γ4 = −1̂, and, in general, one has

(γ3γ4)
2k = (−1)k · 1̂, (γ3γ4)

2k+1 = (−1)k · γ3γ4,

where k = 0, 1, 2, . . .. Thus, the exponent exp(−C · γ3γ4), with a real-valued constant C,

can be decomposed as

exp(−C · γ3γ4) = 1̂ ·
∞
∑

k=0

(−1)kC2k

(2k)!
+ γ3γ4 ·

∞
∑

k=0

(−1)k · (−C)2k+1

(2k + 1)!
.
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One can now substitute
∞
∑

k=0

(−1)kC2k

(2k)!
= cosC, and use the formula tr γ3γ4 = tr (−γ4γ3), so

that, due to the cyclicity of the trace-operation, tr γ3γ4 = 0. Finally, since σ34 = 1
2
(γ3γ4 −

γ4γ3) = γ3γ4, one gets

S[xµ(τ), Aµ] = trL exp(−eETγ3γ4) = 4 cos(eET ). (86)

Note that the cosine-function is the sum of two imaginary exponents. For this reason,

the spin factor does not affect the saddle-point value of proper time, Eq. (69), nor does it

modify the equation of motion (71). Rather, the spin factor itself should be calculated at

the saddle-point value (69), equal to

T dimensionless
∗ =

ma

2
=
m2

eE
· πn.

The corresponding dimensionful value differs by a factor of 1/m2 [cf. Eq. (68)], and reads

T dimensionful
∗ =

πn

eE
.

Plugging it into Eq. (86), one obtains

S[xµ(τ), Aµ] = 4 · (−1)n.

Additionally, one should account for the overall prefactor of (−1/2) from Eq. (49). Thus,

the imaginary part of the effective action in the spinor case should differ from its counterpart

in the scalar case by a factor of

2 · (−1)n+1.

Comparing Eq. (63) with Eq. (62), we see that this is indeed the case. This fact demonstrates

the consistency of the above calculation, where the T -integration is done before the path

integrations over xµ(τ) and ψµ(τ), with the calculation of the previous Subsection, where

the path integrations were done first.

Note finally that the factor (−1)n+1, which alters sign at every winding of an electron

around the circle of radius m
eE

, resembles the spin factor of a free fermion in 2D. This spin

factor [12] is equal to eiπQ, where

Q =
1

2π

∫ T

0

dτεµν ẍµẋν

is an (integer) algebraic number of self-intersections of the trajectory. At every counter-

clockwise winding of the trajectory, Q increases by 1, while at every clockwise winding, Q
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decreases by 1. One can consider a representation for the propagator of a fermion as a

path integral over all the trajectories connecting the initial and the final points. The sum

of contributions to this path integral produced by two such trajectories, whose Q1 and Q2

differ from each other by 1, cancel each other, because

eiπQ1 + eiπQ2 = (−1)Q1
[

1 + (−1)Q2−Q1
]

= 0.

For this reason, fermionic random walks are smooth compared to the crumpled bosonic

random walks. Formally, this fact is expressed by the different values, for these two types

of random walks, of the critical exponent ν in the formula R ∼ Lν , where R is the distance

between the initial and the final points, and L is the length of the walk. This critical

exponent is equal to 1/2 in the bosonic case, and to 1 in the fermionic case. The number

1/ν is called Hausdorff dimension of the random walk.

5. More applications of path integrals: Polyakov’s derivation of the one-loop running

coupling in 2D nonlinear O(N) sigma-model and in 4D Yang-Mills theory. Fujikawa’s

derivation of chiral (Adler-Bell-Jackiw) anomaly in QED.

Polyakov’s derivation of the one-loop running coupling in 2D nonlinear O(N)

sigma-model and in 4D Yang-Mills theory.

In this chapter, we discuss the method of renormalization [12, 13] based on the integration

over fields with large relative momenta. We start with the perturbative renormalization of

2D nonlinear O(3) sigma-model, whose bare action has the form

S =
1

2

∫

d2ξ(∂µn)2,

where n = (n1, n2, n3) is a vector of a fixed length, n2 = 1
g2

. In what follows, we denote

N -dimensional vectors as n, and 2D-vectors as ~ξ. One can introduce spherical coordinates

in the field space, so that

n1 =

√

1

g2
− n2

3 · cosϕ, n2 =

√

1

g2
− n2

3 · sinϕ,

and choose n3 to be a rapidly varying field component, which will be integrated over. We

have

∂µn1 = − n3 · ∂µn3
√

1
g2

− n2
3

· cosϕ−
√

1

g2
− n2

3 sinϕ · ∂µϕ,
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∂µn2 = − n3 · ∂µn3
√

1
g2

− n2
3

· sinϕ+

√

1

g2
− n2

3 cosϕ · ∂µϕ.

Accordingly, the squares of the derivatives read

(∂µn1)
2 =

(n3 · ∂µn3)
2

1
g2

− n2
3

cos2 ϕ+

(

1

g2
− n2

3

)

sin2 ϕ · (∂µϕ)2 + sin(2ϕ) · n3 · ∂µn3 · ∂µϕ,

(∂µn2)
2 =

(n3 · ∂µn3)
2

1
g2

− n2
3

sin2 ϕ+

(

1

g2
− n2

3

)

cos2 ϕ · (∂µϕ)2 − sin(2ϕ) · n3 · ∂µn3 · ∂µϕ.

Furthermore, under the assumption |n3| ≪ 1
g
, one can approximate the first terms on the

right-hand sides of the last two equations as

(n3 · ∂µn3)
2

1
g2

− n2
3

cos2 ϕ ≃ g2(n3 · ∂µn3)
2 cos2 ϕ,

(n3 · ∂µn3)
2

1
g2

− n2
3

sin2 ϕ ≃ g2(n3 · ∂µn3)
2 sin2 ϕ.

Using this approximation, one has

(∂µn)2 = (∂µn1)
2 + (∂µn2)

2 + (∂µn3)
2 ≃ (∂µn3)

2 +

(

1

g2
− n2

3

)

· (∂µϕ)2 + g2n2
3(∂µn3)

2.

With the use of this expression, the partition function splits into the parts with low and

high momenta:

Z =

∫

0<p<Λ′

Dϕ(~p )e
− 1

2g2

R

d2ξ(∂µϕ)2×

×
∫

Λ′<p<Λ

Dn3(~p )e−
1
2

R

d2ξ(∂µn3)2 exp

[

1

2

∫

d2ξn2
3(∂µϕ)2 − g2

2

∫

d2ξn2
3(∂µn3)

2

]

.

In the weak-coupling regime, g ≪ 1, the term of the order of g2 in the last exponent can be

omitted. The n3-integration yields, up to an inessential multiplicative constant, a factor of

exp

[

1

2

∫

d2ξ〈n2
3〉 · (∂µϕ)2

]

, where 〈n2
3〉 =

∫

Λ′<p<Λ

Dn3(~p )n2
3(
~ξ )e−

1
2

R

d2ξ(∂µn3)2 .

The partition function takes the form

Z =

∫

0<p<Λ′

Dϕ(~p )e
− 1

2g′2
R

d2ξ(∂µϕ)2
,

where
1

g′2
=

1

g2
− 〈n2

3〉. (87)
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The mean value 〈n2
3〉 is represented by a tadpole diagram:

〈n2
3〉 =

∫

Λ′<p<Λ

d2p

(2π)2

ei~p(
~ξ−~ξ)

p2
=

1

4π

∫ Λ

Λ′

dp2

p2
=

1

2π
ln

Λ

Λ′ .

To derive the renormalization-group equation for g in a differential form, one chooses Λ′ =

Λ − dΛ, that yields

ln
Λ

Λ′ = ln
1

1 − dΛ
Λ

≃ ln

(

1 +
dΛ

Λ

)

≃ dΛ

Λ
.

Equation (87) takes the form

g−2(Λ′) − g−2(Λ) = − 1

2π
· dΛ

Λ
.

The left-hand side of this equation, once expanded up to the term linear in dΛ, is

g−2(Λ′) − g−2(Λ) ≃ (Λ′ − Λ) · dg
−2

dΛ
= −dΛ · (−2) · g−3 · dg

dΛ
= 2

dg

g3
.

Thus, the differential renormalization-group equation reads

Λ · dg
dΛ

= − g3

4π
.

Alternatively, it can be written as an equation for g2(Λ). The reason is that, by means of

the constraint n2 = 1
g2

, the (bare) partition function of the model is expressed through the

square of the (bare) coupling, g2, and not through g itself. One has

Λ · dg
2

dΛ
= 2g · Λ · dg

dΛ
= 2g ·

(

− g3

4π

)

= − g4

2π
.

The fact that the corresponding β-function,

β(g2)
∣

∣

∣

N=3
= − g4

2π
, (88)

is negative-definite means that 2D nonlinear O(3) sigma-model is asymptotically free, simi-

larly to the Yang-Mills theory.

The perturbative renormalization of 2D nonlinear O(N) sigma-model, presented above

for N = 3, has a disadvantage that, at the very beginning of the procedure, one reduces the

number of dynamical degrees of freedom to (N − 1), thereby breaking the O(N)-symmetry

down to O(N−1). This problem can be circumvented if one renormalizes the model without

recourse to perturbation theory. A way to perform such a nonperturbative renormalization
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is to reduce the partition function of the model to a saddle-point path-integral. This can be

done by implementing the constraint n2 = 1
g2

through the functional δ-function

δ

(

n2 − 1

g2

)

,

and further representing this δ-function by means of a Lagrange multiplier λ(~ξ ). The par-

tition function then reads

Z =

∫ +i∞

−i∞
Dλ
∫

Dn exp

{

−1

2

∫

d2ξ

[

(∂µn)2 + λ

(

n2 − 1

g2

)]}

.

Integration over each of N components of the field n yields

∫

Dni exp

{

−1

2

∫

d2ξ
[

(∂µni)
2 + λn2

i

]

}

= [det(−∂2
µ + λ(~ξ ))]−1/2 =

= exp

[

−1

2
tr ln (−∂2

µ + λ)

]

.

Therefore, the partition function has the form

Z =

∫ +i∞

−i∞
Dλ exp

[

−N
2

tr ln (−∂2
µ + λ) +

1

2g2

∫

d2ξ λ

]

.

Now, if λ = O(1) at N → ∞, then this is a typical saddle-point integral, since the action

is of the order of O(N), while the entropy, represented by the integration measure, is of the

order of O(1). One can check this a posteriori, by calculating the saddle-point value λs.p..

The saddle-point equation, which one obtains by varying the action with respect to λ, has

the form

−N
2

tr
1

−∂2
µ + λs.p.

+
1

2g2
= 0.

In terms of the Green function of the n-field, G(x, y|λ) = 〈x|(−∂2
µ+λ)−1|y〉, the saddle-point

equation can be written as G(x, x|λs.p.) = 1
g2N

. Seeking a translationally-invariant solution

to this equation, λs.p.(~ξ ) = M2, one has

1

g2
= N

∫

0<p<Λ

d2p

(2π)2

1

~p 2 +M2
=
N

4π

∫ Λ2

0

dp2

p2 +M2
≃ N

4π
ln

Λ2

M2
. (89)

Here, at the last step, we have disregarded M2 compared to the square of the UV-cutoff, Λ2,

and approximated ln Λ2+M2

M2 by ln Λ2

M2 . Equation (89) yields the desired saddle-point value of

the Lagrange multiplier:

M2 = Λ2 · e−
4π

g2N . (90)
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Such an appearance of the quantity M , with the dimensionality of mass, represents the

phenomenon of dimensional transmutation. This quantity is manifestly nonperturbative,

i.e. nonanalytic in g. Note that all N components of the n-field acquire the same mass, and

thus the O(N)-symmetry is not broken within this method of renormalization. Furthermore,

the obtained λs.p. is indeed of the order of O(1) at N → ∞, that justifies our use of the

saddle-point approximation in this limit.

One can now use the expression

g2 =
4π

N

1

ln Λ2

M2

=
2π

N

1

ln Λ
M

, (91)

to derive the β-function in the leading large-N approximation. One has

β(g2) = Λ · dg
2

dΛ
=

2π

N
· Λ · (−1)

ln2 Λ
M

· 1

Λ
= −2π

N
·
(

Ng2

2π

)2

.

Thus,

β(g2) = −Ng
4

2π
at N → ∞.

The corresponding perturbative result for the one-loop β-function, valid at any N , reads [13]

βpert(g
2) = −(N − 2)g4

2π
. (92)

In particular, it reproduces correctly the above-derived (N = 3)-result, Eq. (88). Thus,

2D nonlinear O(3) sigma-model is asymptotically free at N > 2, that is the origin of the

dimensional transmutation. For N = 2, there is no asymptotic freedom, since the model

with the symmetry group O(2)∼U(1) is Abelian.

We apply now the above-illustrated method of perturbative renormalization to a deriva-

tion of the one-loop running coupling in 4D Yang-Mills theory [12]. The bare action of the

theory has the form

S0 =
1

4g2
0

∫

d4x(F a
µν [A])2, (93)

where F a
µν [A] = ∂µA

a
ν − ∂νA

a
µ + fabcAbµA

c
ν is the non-Abelian field-strength tensor, and g0 is

the bare coupling. One splits the total Yang-Mills field Aaµ into the low- and high-momentum

parts,

Aaµ = Ba
µ + aaµ. (94)

In the so-obtained partition function, one integrates over the high-momentum fields aaµ, and

arrives at an effective action S for the low-momentum fields Ba
µ. As in any renormalizable
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field theory, like 2D nonlinear O(3) sigma-model considered above, the functional dependence

of this effective action on Ba
µ and on the renormalized coupling g should be the same as that

of S0 on, respectively, Aaµ and on the bare coupling g0. We are interested in the momentum-

dependence, which the running strong-coupling g acquires by means of the renormalization

procedure.

Plugging decomposition (94) into Eq. (93), we have

S0 =
1

4g2
0

∫

d4x
[

∂µ(B
a
ν + aaν) − ∂ν(B

a
µ + aaµ) + fabc(Bb

µ + abµ)(B
c
ν + acν)

]

×

×
[

∂µ(B
a
ν + aaν) − ∂ν(B

a
µ + aaµ) + fade(Bd

µ + adµ)(B
e
ν + aeν)

]

.

In terms of the adjoint covariant derivative,

(Dµaν)
a = ∂µa

a
ν + fabcBb

µa
c
ν , (95)

this expression can be written as

S0 =
1

4g2
0

×

×
∫

d4x
[

(Dµaν −Dνaµ)
a + F a

µν [B] + fabcabµa
c
ν

] [

(Dµaν −Dνaµ)
a + F a

µν [B] + fadeadµa
e
ν

]

=

=
1

4g2
0

∫

d4x
{

(F a
µν [B])2 + [(Dµaν −Dνaµ)

a]2 + 2F a
µν [B] ·

[

(Dµaν −Dνaµ)
a + fabcabµa

c
ν

]

+

+O(|aaµ|3)
}

. (96)

From now on, we denote for simplicity F a
µν [B] as F a

µν . Owing to the antisymmetry of this

tensor, the term 1
2g20

∫

d4xF a
µν(Dµaν − Dνaµ)

a on the right-hand side of Eq. (96) can be

written as

1

2g2
0

∫

d4xF a
µν(Dµaν −Dνaµ)

a =
1

g2
0

∫

d4xF a
µν(Dµaν)

a ≡ 1

g2
0

∫

d4xF a
µν(∂µa

a
ν + fabcBb

µa
c
ν).

Integrating further by parts, and changing the order of indices in fabc, we continue this chain

of equalities by writing

1

g2
0

∫

d4xF a
µν(Dµaν)

a =
1

g2
0

∫

d4xacν(−δac∂µ − f cbaBb
µ)F

a
µν = − 1

g2
0

∫

d4xaaν(DµFµν)
a. (97)

Thus, we have just confirmed the known mnemonic rule of the validity of integration

by parts for the (adjoint) covariant derivative. Using this rule, we have for the term

1
4g20

∫

d4x [(Dµaν −Dνaµ)
a]2 in Eq. (96):

1

4g2
0

∫

d4x [(Dµaν −Dνaµ)
a]2 =

1

2g2
0

∫

d4x
{

[(Dµaν)
a]2 − (Dµaν)

a(Dνaµ)
a
}

=
1

2g2
0

×
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×
∫

d4x
[

−aaνDac
µ D

cb
µ a

b
ν + aaνD

ac
µ D

cb
ν a

b
µ

]

=
1

2g2
0

∫

d4xaaν
[

−δµνDac
λ D

cb
λ +Dac

µ D
cb
ν

]

abµ. (98)

We fix now the so-called background Feynman gauge (Dµaµ)
a = 0, that amounts to including

to the action the following gauge-fixing term:

1

2g2
0

∫

d4x [(Dµaµ)
a]2 = − 1

2g2
0

∫

d4xaaνD
ac
ν D

cb
µ a

b
µ.

Adding it to the term 1
2g20

∫

d4xaaνD
ac
µ D

cb
ν a

b
µ on the right-hand side of Eq. (98), we have

1

2g2
0

∫

d4xaaν
(

Dac
µ D

cb
ν −Dac

ν D
cb
µ

)

abµ =
1

2g2
0

∫

d4xaaν
(

−2fabcF c
µν

)

abµ =

=
1

2g2
0

∫

d4xaaµ
(

−2fabcF b
µν

)

acν , (99)

where at the last step we have renamed the indices as b ↔ c, µ ↔ ν. Equations (97)-(99)

yield for the bare action (96) the following expression:

S0 =
1

4g2
0

∫

d4x
{

(F a
µν)

2 − 4aaν(DµFµν)
a − 2aaµ

[

δµν(D
2
λ)
ac + 2fabcF b

µν

]

acν + O(|aaµ|3)
}

.

(100)

Before doing the integration over aaµ’s, we use the expression for the SU(N)-generators in

the adjoint representation, (tb)ac = −if bac, yielding fabc = −i(tb)ac, to write the covariant

derivative (95) as (Dµaν)
a = ∂µa

a
ν − i(tb)acBb

µa
c
ν , or in short Dµ = ∂µ − iBa

µt
a. Using this

formula, we have for the square of the covariant derivative, acting on some function f(x):

D2
µf = (∂µ − iBa

µt
a)(∂µ − iBb

µt
b)f = ∂2f − i(∂µB

a
µ)t

af − 2iBa
µt
a∂µf − Ba

µB
b
µt
atbf,

or simply

−D2
µ = −∂2 + ita(∂µB

a
µ + 2Ba

µ∂µ) + (Ba
µt
a)2 ≡ −∂2 + f1(x) + f2(x).

We proceed now to the integration over aaµ’s, starting with the following contribution to

the one-loop effective action:

SI = 2 · 1

2
tr ln(−2D2

µ). (101)

Here, the overall factor of 2 is due to the number of physical polarizations of the aaµ-gluons,

while the factor of 2 inside the logarithm yields just an inessential additive constant. We

have
1

2
tr ln(−D2

µ) = const +
1

2
tr ln

[

1 + (−∂2)−1(f1 + f2)
]

,
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where “const” is again some inessential additive constant. Taylor expansion of the logarithm

in this formula yields in the one-loop approximation under study:

1

2
tr

[

(−∂2)−1
xxf2(x) −

1

2
(−∂2)−1

xy f1(y)(−∂2)−1
yx f1(x)

]

.

The first and the second terms in the brackets describe respectively a tadpole diagram and a

one-loop diagram. Both these diagrams have two external lines of the Ba
µ-field (and the aaµ-

field propagating inside the loops). Fourier-transforming the Ba
µ-field and the aaµ-propagator

as

Ba
µ(x) =

∫

d4p

(2π)4
eipxBa

µ(p), (−∂2)−1
xy =

∫

d4q

(2π)4

eiq(x−y)

q2
,

we have for the contribution of the tadpole diagram:

tr
[

(−∂2)−1
xxf2(x)

]

= tr (tatb) ·
∫

d4xBa
µ(x)B

b
µ(x)

∫

d4q

(2π)4

1

q2
=

= tr (tatb) ·
∫

d4q

(2π)4

d4p

(2π)4
Ba
µ(p)B

b
µ(−p)

1

q2
.

For simplicity, we denote the Fourier image Ba
µ(p) in the same way as the field Ba

µ(x) itself,

distinguishing the two by their arguments. Furthermore, using the cyclic permutation under

the trace, we can write the contribution of the other one-loop diagram as

−1

2
tr
[

f1(x)(−∂2)−1
xy f1(y)(−∂2)−1

yx

]

=
1

2
tr (tatb) ·

∫

d4xd4y

∫

d4p

(2π)4

d4q

(2π)4
×

×
{

[

(∂µB
a
µ(x)) + 2Ba

µ(x)∂
x
µ

] eip(x−y)

p2

}

·
{

[

(∂νB
b
ν(y)) + 2Bb

ν(y)∂
y
ν

] eiq(y−x)

q2

}

. (102)

One can further use the Fourier transforms,

[

(∂µB
a
µ(x)) + 2Ba

µ(x)∂
x
µ

] eip(x−y)

p2
=

∫

d4k

(2π)4
eikxBa

µ(k)(ikµ + 2ipµ)
eip(x−y)

p2

and
[

(∂νB
b
ν(y)) + 2Bb

ν(y)∂
y
ν

] eiq(y−x)

q2
=

∫

d4t

(2π)4
eityBb

ν(t)(itν + 2iqν)
eiq(y−x)

q2
,

to integrate over d4x and d4y:

∫

d4xeix(k+p−q) = (2π)4δ(k + p− q),

∫

d4yeiy(t+q−p) = (2π)4δ(t+ q − p).

This yields for Eq. (102):

−1

2
tr (tatb)×
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×
∫

d4p

(2π)4

d4q

(2π)4
d4kd4t Ba

µ(k)B
b
ν(t)(k + 2p)µ(t+ 2q)ν δ(k + p− q)δ(t− p+ q)

1

p2q2
.

Integration over d4q leads to q = k+ p and δ(t− p+ q) = δ(t+ k). Further integration over

d4t yields t = −k and t+ 2q = k + 2p. Accordingly, Eq. (102) takes the form

−1

2
tr (tatb) ·

∫

d4k

(2π)4

d4p

(2π)4
Ba
µ(k)B

b
ν(−k)

(k + 2p)µ(k + 2p)ν
p2(k + p)2

.

Renaming the momenta as p→ q and k → p, we finally obtain for Eq. (102):

−1

2
tr (tatb) ·

∫

d4q

(2π)4

d4p

(2π)4
Ba
µ(p)B

b
ν(−p)

(p+ 2q)µ(p+ 2q)ν
q2(p+ q)2

.

The sum of the tadpole and the other one-loop diagram reads

1

2
tr

[

(−∂2)−1
xxf2(x) −

1

2
(−∂2)−1

xy f1(y)(−∂2)−1
yx f1(x)

]

= tr (tatb) ·
∫

d4p

(2π)4
Ba
µ(p)B

b
ν(−p)×

×1

2

∫

d4q

(2π)4

[

δµν ·
1

q2
− 1

2
· (2q + p)µ(2q + p)ν

q2(q + p)2

]

. (103)

Owing to the conservation of the electric current in massless scalar QED, the polarization

operator represented by the q-integral should obey the condition

pµ

∫

d4q

(2π)4

[

δµν ·
1

q2
− 1

2
· (2q + p)µ(2q + p)ν

q2(q + p)2

]

= 0.

This condition fixes the tensor structure of the q-integral:

1

2

∫

d4q

(2π)4

[

δµν ·
1

q2
− 1

2
· (2q + p)µ(2q + p)ν

q2(q + p)2

]

= (p2δµν − pµpν)Π̄(p2). (104)

The scalar function Π̄(p2) defined by this equation can be found by contracting the indices

and expanding the integral up to the terms quadratic in pµ. Contracting the indices, we

have

3p2Π̄(p2) =
1

2

∫

d4q

(2π)4|q|4

[

4q2 − 1

2
· p

2 + 4qp+ 4q2

1 + 2qp
q2

+ p2

q2

]

.

Furthermore, Taylor expansion of the square bracket in this formula in pµ yields

4q2 − 1

2
· p

2 + 4qp+ 4q2

1 + 2qp
q2

+ p2

q2

≃ 4q2 − 1

2
(p2 + 4qp+ 4q2)

[

1 − 2qp

q2
− p2

q2
+

4(qp)2

|q|4
]

≃

≃ 4q2 − 1

2

[

p2 + 4qp+ 4q2 − 8(qp)2

q2
− 8qp− 4p2 +

16(qp)2

q2

]

.
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The q2-terms in this expression produce an inessential additive pµ-independent constant,

and the terms linear in qµ yield 0 upon the integration. The remaining terms, 3
2
p2 − 4(qp)2

q2
,

yield

3p2Π̄(p2) =
1

4

∫

d4q

(2π)4|q|4
[

3p2 − 8(qp)2

q2

]

⇒ Π̄(p2) =
1

64π4

∫

d4q

|q|4
[

1 − 8

3
· (qp)2

q2p2

]

.

We recall now that qµ is the momentum of the aaµ-gluons, which propagate over the loop

of the polarization operator, while pµ is the momentum of the Ba
µ-gluons, which interact

with the polarization operator by means of two external lines. Therefore, the qµ-integration

extends in the range |p| < |q| < Λ0, where Λ0 is a bare ultraviolet cut-off. For the two

qµ-integrals entering Π̄(p2) we have

∫

d4q

|q|4 = 2π2 ln
Λ0

|p| = π2 ln
Λ2

0

p2
and

∫

d4q

|q|4
qµqν
q2

=
δµν
4

· π2 ln
Λ2

0

p2
.

Therefore, we obtain

Π̄(p2) =
1

64π2

(

1 − 2

3

)

ln
Λ2

0

p2
=

1

192π2
ln

Λ2
0

p2
.

Plugging this expression into Eq. (104) and further into Eq. (103), we obtain for the corre-

sponding contribution to the one-loop effective action, Eq. (101), the following result:

SI = 2 · tr (tatb) ·
∫

d4p

(2π)4
Ba
µ(p)B

b
ν(−p) · (p2δµν − pµpν) ·

1

192π2
ln

Λ2
0

p2
. (105)

Consider now the linear (i.e. Abelian) part of the field-strength tensor in the momentum

representation:

F a (lin)
µν (p) =

∫

d4xe−ipx[∂µB
a
ν (x) − ∂νB

a
µ(x)] =

∫

d4xe−ipx[ipµB
a
ν (x) − ipνB

a
µ(x)],

where at the last step we have integrated by parts. The product of two such linear contri-

butions to the field-strength tensor reads

F a (lin)
µν (p)F b (lin)

µν (−p) =

∫

d4xd4ye−ipx+ipy[ipµB
a
ν (x) − ipνB

a
µ(x)][−ipµBb

ν(y) + ipνB
b
µ(y)] =

= p2Ba
ν(p)B

b
ν(−p) − pµpνB

a
ν (p)B

b
µ(−p) − pµpνB

a
µ(p)B

b
ν(−p) + p2Ba

µ(p)B
b
µ(−p).

Renaming the indices µ↔ ν in the term −pµpνBa
ν(p)B

b
µ(−p), we get

F a (lin)
µν (p)F b (lin)

µν (−p) = 2(p2δµν − pµpν)B
a
µ(p)B

b
ν(−p).
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In the one-loop approximation under study, it is legitimate to use this expression in Eq. (105).

Beyond this approximation, one should promote F
a (lin)
µν (p) to the full non-Abelian field-

strength tensor. In fact, it can be shown that the cubic, ∼ (Ba
µ)

3, and the quartic, ∼ (Ba
µ)

4,

terms in F a
µν are recovered correctly, so that the full renormalized action remains gauge-

invariant to every given order of perturbation theory. Therefore, implying the one-loop ap-

proximation, we can substitute Ba
µ(p)B

b
ν(−p)·(p2δµν−pµpν) in Eq. (105) by 1

2
F a
µν(p)F

b
µν(−p).

Noticing also that

tr (tatb) = Nδab,

we can write

SI = N

∫

d4p

(2π)4
F a
µν(p)F

a
µν(−p) ·

1

192π2
ln

Λ2
0

p2
≡ 1

4

∫

d4p

(2π)4
F a
µν(p)F

a
µν(−p) · Πdia(p2), (106)

where

Πdia(p2) =
N

48π2
ln

Λ2
0

p2
.

The superscript “dia” is because this contribution to the vacuum polarization comes from

the term ∼ aaµ(D
2
λ)
acacµ in Eq. (100), which describes the Landau diamagnetic interaction

of the Ba
µ-field with the orbital motion of the aaµ-gluons. This interaction is present in the

Abelian case as well, and leads to the screening of a test (color) charge in the vacuum.

A specific property of non-Abelian theories, distinguishing them from the Abelian ones,

is that they additionally possess the Pauli paramagnetic interaction of the Ba
µ-field with the

spin of the aaµ-gluons. Being opposite in sign to the diamagnetic interaction, the param-

agnetic one turns out to be stronger, that leads to the antiscreening of a test color charge

in the non-Abelian Yang-Mills vacuum. We will now demonstrate this statement quantita-

tively, by calculating the paramagnetic contribution to the one-loop effective action. This

contribution stems from the term ∼ aaµf
abcF b

µνa
c
ν in Eq. (100), and reads

SII =
1

2
tr ln

[

1 + (−∂2)−1(2fabcF b
µν)
]

≃ −1

4
(−∂2)−1

xy (2fabcF b
µν(y))(−∂2)−1

yx (2fadcF d
µν(x)),

where at the last step we have used the one-loop approximation. Since fabcfadc = Nδbd, this

expression can be written as

SII = −N
∫

d4xd4yF a
µν(x)F

a
µν(y)

∫

d4p

(2π)4

d4q

(2π)4

eip(x−y)

p2

eiq(y−x)

q2
.

Fourier transforming the product of the field-strength tensors as

F a
µν(x)F

a
µν(y) =

∫

d4k

(2π)4

d4t

(2π)4
eikx+ityF a

µν(k)F
a
µν(t),
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we integrate over d4x and d4y:

∫

d4xeix(k+p−q) = (2π)4δ(k + p− q),

∫

d4yeiy(t+q−p) = (2π)4δ(t+ q − p).

This yields

SII = −N
∫

d4p

(2π)4

d4q

(2π)4
d4kd4tF a

µν(k)F
a
µν(t)δ(k + p− q)δ(t+ q − p)

1

p2q2
.

Further integration over d4q yields q = k+p, and integration over d4t yields t = p− q = −k,
so that

SII = −N
∫

d4k

(2π)4

d4p

(2π)4
F a
µν(k)F

a
µν(−k)

1

p2(k + p)2
.

Renaming the momenta k → p, p→ q, we arrive at the expression similar to Eq. (106):

SII = −N
∫

d4p

(2π)4
F a
µν(p)F

a
µν(−p)

∫

d4q

(2π)4

1

q2(q + p)2
.

Furthermore, within the approximation where one is interested in the leading logarithmic

contribution to the vacuum polarization, it is possible to neglect the momentum pµ of the

Ba
µ-gluons compared to the momentum qµ of the aaµ-gluons in (q + p)2, i.e.

∫

d4q

(2π)4

1

q2(q + p)2
≃
∫

d4q

(2π)4

1

|q|4 =
1

16π2
ln

Λ2
0

p2
.

Therefore, the paramagnetic contribution to the one-loop effective action reads

SII =
1

4

∫

d4p

(2π)4
F a
µν(p)F

a
µν(−p) · Πpara(p2), (107)

where

Πpara(p2) = − N

4π2
ln

Λ2
0

p2
.

Equations (106) and (107), along with the bare Lagrangian 1
4g20

(F a
µν)

2, yield the following

renormalized one-loop effective action:

S1−loop =
1

4

∫

d4p

(2π)4
F a
µν(p)F

a
µν(−p) ·

[

1

g2
0

+ Πdia(p2) + Πpara(p2)

]

=

=
1

4

∫

d4p

(2π)4
F a
µν(p)F

a
µν(−p) ·

[

1

g2
0

+
N

4π2

(

1

12
− 1

)

ln
Λ2

0

p2

]

.

The fact that the absolute value of the paramagnetic contribution to the one-loop vacuum

polarization is 12 times larger than the diamagnetic contribution leads to the antiscreening



69

of a test color charge and to the asymptotic freedom of the running strong coupling g(p).

To obtain the latter, we write the effective action as

S1−loop =
1

4

∫

d4p

(2π)4

1

g2(p)
F a
µν(p)F

a
µν(−p),

where
1

g2(p)
=

1

g2
0

− b

16π2
ln

Λ2
0

p2
and b =

11

3
N. (108)

Note that, in this formula, the bare coupling g0 is just the running coupling g(p) defined at

the bare cut-off Λ0, i.e. g0 = g(Λ0). One can also define the renormalized cut-off Λ related

to the bare one as

Λ = Λ0 exp

(

−8π2

bg2
0

)

.

[Note the following correspondence of this formula with Eq. (90) of 2D nonlinear O(N)

sigma-model: M |O(N) → Λ|YM, Λ|O(N) → Λ0|YM.] Thus, substituting to Eq. (108)

Λ2
0

p2
=

Λ2

p2
exp

(

16π2

bg2
0

)

,

one has
1

g2(p)
− 1

g2
0

= − b

16π2

(

ln
Λ2

p2
+

16π2

bg2
0

)

= − b

16π2
ln

Λ2

p2
− 1

g2
0

.

Defining αs(p) ≡ g2(p)
4π

, we arrive at the known result [14]:

αs(p) =
4π

b · ln p2

Λ2

.

[Note again the following correspondence with Eq. (91) of 2D nonlinear O(N) sigma-model:

Λ|O(N) → |p|YM.] The Yang-Mills β-function β(g) = |p| dg
d|p| can readily be obtained by

differentiating the formula

g(p) =
4π

√

2b ln |p|
Λ

,

that yields

β(g) = −1

2
· g(p) · 1

ln |p|
Λ

.

Noticing that
1

ln |p|
Λ

=
2b

(4π)2
· g2,

we arrive at the one-loop Yang-Mills β-function

β(g) = − b

(4π)2
· g3.

It can be compared with the β-function of 2D nonlinear O(N) sigma-model, Eq. (92).
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Fujikawa’s derivation of chiral (Adler-Bell-Jackiw) anomaly in QED.

Consider the Euclidean action of QED,

S[Aµ, ψ̄, ψ] =

∫

d4x

[

1

4
F 2
µν + ψ̄

(

D̂ +m
)

ψ

]

,

where Dµ = ∂µ− ieAµ is the covariant derivative, D̂ ≡ γµDµ, and ψ̄ = ψ†γ4. The Euclidean

γ-matrices satisfy the anticommutation relation γµγν + γνγµ = 2δµν14×4, and the matrix γ5

reads γ5 = γ1γ2γ3γ4. The local chiral transformation is defined as

ψ′(x) = eiα(x)γ5ψ(x), ψ̄′(x) = ψ̄(x)eiα(x)γ5 , (109)

where α(x) ≡ α is the parameter of the transformation. Consider the variation of the action

under an infinitesimal chiral transformation δψ = iαγ5ψ, δψ̄ = iαψ̄γ5. The variation of

the mass term of the electron reads δ(ψ̄ψ) ≃ 2iαψ̄γ5ψ, where “≃” means “disregarding the

O(α2)-terms”. The variation of the kinetic term has the form

δ
(

ψ̄D̂ψ
)

= ψ̄(1 + iαγ5)D̂(1 + iαγ5)ψ − ψ̄D̂ψ ≃ i
[

αψ̄γ5D̂ψ + ψ̄D̂(αγ5ψ)
]

.

This expression can be simplified by noticing that

D̂(αγ5ψ) =
(

∂̂ − ieÂ
)

(αγ5ψ) = −γ5

(

∂̂ − ieÂ
)

(αψ) = −γ5(∂̂α)ψ − γ5αD̂ψ.

Anticommuting γµ with γ5 in the term −γ5(∂̂α)ψ, we obtain

δ
(

ψ̄D̂ψ
)

= (∂µα) · iψ̄γµγ5ψ ≡ (∂µα) · JAµ ,

where JAµ = iψ̄γµγ5ψ is the axial current. Thus, the variation of the action reads

δS[Aµ, ψ̄, ψ] =

∫

d4x
[

(∂µα) · JAµ + 2imαψ̄γ5ψ
]

. (110)

Integrating in the first term on the right-hand side by parts, we conclude that the invariance

of the action under chiral transformations, expressed by the equation δS = 0, leads to the

following formula for the divergence of the axial current:

∂µJ
A
µ = 2imψ̄γ5ψ.

Therefore, in the massless case, the axial current is conserved on the classical level, i.e.

∂µJ
A
µ = 0 for m = 0.
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Let us now consider the change of the Euclidean path-integral measure under the chiral

transformation, Eq. (109). It reads

Dψ̄Dψ = Dψ̄′Dψ′ · det
[

e2iα(x)γ5δ(x− y)
]

,

where the determinant is just the Jacobian of the chiral transformation. Since ψ and ψ̄ in

the path integral are Grassmann variables, the determinant appears to the power +1, rather

than -1 (as it would be the case for bosonic integration variables). The determinant is taken

over the spinor indices and over the continuous space-time coordinates x and y. Following

the method of Ref. [15], one can furthermore regularize the δ-function in the formula above,

by expanding ψ(x) and ψ̄(x) over a complete set {φn(x)} of orthonormal functions. The

property of orthonormality means
∫

d4xφj †n (x)φim(x) = δnmδ
ij , (111)

where i and j are spinor indices. The expansions have the form

ψi(x) =
∞
∑

n=1

cinφ
i
n(x) and ψ̄i(x) =

∞
∑

n=1

c̄inφ
i †
n (x),

where cin and c̄in are Grassmann variables, and in the both formulae no summation over i is

implied. The corresponding path-integral measure reads [cf. the quantum-mechanical case,

Eq. (5), and the text preceding it]

Dψ̄Dψ =

∞
∏

n=1

∏

i

dc̄in ·
∞
∏

m=1

∏

j

dcjm.

The regularization of the measure implies a restriction to a large, but finite, set of basis

functions φn. The regularized measure is accordingly defined as

(Dψ̄)R(Dψ)R =

N
∏

n=1

∏

i

dc̄in ·
N
∏

m=1

∏

j

dcjm, where N ≫ 1.

It changes under the chiral transformation as

(Dψ̄)R(Dψ)R = (Dψ̄′)R(Dψ′)R · det
n,m
k,j

[
∫

d4xφk †n (x)
(

e2iα(x)γ5
)kj

φjm(x)

]

.

In particular, for an infinitesimal chiral transformation, i.e. α→ 0, the determinant can be

expanded up to the term linear in α as

det
n,m
k,j

[· · ·] ≃ 1 + 2i

N
∑

n=1

∫

d4xφ†
n(x)α(x)γ5φn(x),
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where “1” on the right-hand side is due to the orthonormality of φn’s, Eq. (111).

Let us consider for a while the unregularized case, by taking the (N → ∞)-limit. In that

case, the orthonormal functions φn(x) satisfy the completeness relation

∞
∑

n=1

φin(x)φ
j †
n (y) = δijδ(x− y), (112)

that yields

ln det
n,m
k,j

[
∫

d4xφk †n (x)
(

e2iα(x)γ5
)kj

φjm(x)

]

→ tr ln

[

1 + 2i
∞
∑

n=1

∫

d4xφ†
n(x)α(x)γ5φn(x)

]

=

= ln

[

1 + 2iδ(0) · sp γ5 ·
∫

d4xα(x)

]

→ 2iδ(0) · sp γ5 ·
∫

d4xα(x) at α(x) → 0, (113)

where “sp” denotes the trace over the spinor indices. Since sp γ5 = 0, while δ(0) = ∞,

Eq. (113) represents an uncertainty of the form ∞· 0. The regularization, which we are now

returning to, is intended to remove this uncertainty.

Specifically, the infinity produced by δ(x− y) in Eq. (112) can be removed by assuming

that the completeness relation is changed in the regularized case as

N
∑

n=1

φin(x)φ
j †
n (y) = Rij(x, y).

The right-hand side of this formula is the (i, j)-element of some matrix-valued operator R,

which can be chosen, e.g., in the form

R =
1

1 − (aD̂)2
, (114)

where 1 ≡ 14×4, and 1/a is the ultraviolet cut-off. Other possible forms of the regularizing

operator are R = ea
2D̂2

, R = 1
1+aD̂

, etc. The regularization is removed in the (a→ 0)-limit,

where R(x, y) → 1 · δ(x − y). Upon the calculation of the divergence of the axial current,

we will formulate the condition, which should be obeyed by the operator R, in order for the

result to be independent of the particular functional form of R. It will be shown that the

above-given examples of the regularizing operator satisfy that condition.

The partition function associated with the integration over the fermionic fields,

Z[Aµ] ≡
∫

Dψ̄Dψe−S[Aµ,ψ̄,ψ],
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changes under the chiral transformation to

Z ′[Aµ] =

∫

Dψ̄′Dψ′e−(S[Aµ,ψ̄′,ψ′]+δS[Aµ,ψ̄′,ψ′]).

Here, the variation of the action is given by Eq. (110), i.e. in the massless case of interest

δS = −
∫

d4xα·∂µJAµ , while the change of the integration measure is given by the regularized

version of Eq. (113), that is

exp

{

2i

∫

d4xα(x) · sp [γ5 · R(x, x)]

}

.

Chiral invariance on the quantum level is imposed by the condition Z ′[Aµ] = Z[Aµ], which

thus reads

−δS =

∫

d4xα(x) · ∂µJAµ = 2i

∫

d4xα(x) · sp [γ5 · R(x, x)] . (115)

We will calculate sp [γ5 · R(x, x)] by choosing the regularizing operator in the form (114).

To this end, we use the fact that

γµγν =
1

2
(γµγν + γνγµ + γµγν − γνγµ) = δµν +

1

2
[γµ, γν],

to represent D̂2 as

D̂2 = D2
µ +

1

2
[γµ, γν]DµDν .

Furthermore, the product DµDν can also be written as a sum of a symmetric and an anti-

symmetric terms,

DµDν =
1

2
(DµDν +DνDµ + [Dµ, Dν ]),

so that, upon the multiplication by [γµ, γν ], only the antisymmetric term contributes:

D̂2 = D2
µ +

1

4
[γµ, γν][Dµ, Dν ].

The commutator [Dµ, Dν ] reads

[Dµ, Dν ] ≡ (∂µ − ieAµ)(∂ν − ieAν) − (∂ν − ieAν)(∂µ − ieAµ) =

= −ie((∂µAν) + Aν∂µ) − ieAµ∂ν + ie((∂νAµ) + Aµ∂ν) + ieAν∂µ = −ieFµν ,

that leads to the expression of the form [cf. the non-Abelian case after Eq. (47)]

D̂2 = D2
µ −

ie

4
[γµ, γν]Fµν = D2

µ +
e

2
ΣµνFµν , where Σµν ≡

1

2i
[γµ, γν ].
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Plugging it into Eq. (114), and expanding the result in e, we obtain the following leading,

order-O(e2), contribution to the right-hand side of Eq. (115):

2ia4

∫

d4xα(x) ·R0

(e

2
Fµν

)

R0

(e

2
Fλρ

)

· sp (γ5ΣµνΣλρ) , where R0 =
1

1 − (a∂µ)2
. (116)

The trace sp (γ5ΣµνΣλρ) in this formula should be proportional to εµνλρ, that is the only

tensor in 4D space with the appropriate transformation properties. Thus, sp (γ5ΣµνΣλρ) =

c · εµνλρ, where the constant c can be found by fixing µ = 1, ν = 2, λ = 3, ρ = 4. Given the

definition of Σµν , this yields

c = −1

4
sp (γ5[γ1, γ2][γ3, γ4]) .

Noting that −γ2γ1 = γ1γ2, so that [γ1, γ2] = 2γ1γ2, and similarly [γ3, γ4] = 2γ3γ4, we can

further write c = −sp (γ5γ1γ2γ3γ4). Due to the explicit form of the matrix γ5, one has

c = −sp (γ1γ2γ3γ4γ1γ2γ3γ4) .

Next, anticommuting the second of the two matrices γ1 in this formula to the left, up

to the first matrix γ1, and using the fact that γ2
µ = 1 for any µ = 1, 2, 3, 4, we have

c = sp (γ2γ3γ4γ2γ3γ4). In the same way, we can anticommute to the left the second of the two

matrices γ2, up to the first matrix γ2, that yields c = sp (γ3γ4γ3γ4). Finally, anticommuting

the matrices γ4 and γ3, we obtain c = −sp1 = −4. Thus,

sp (γ5ΣµνΣλρ) = −4εµνλρ,

and Eq. (116) takes the form

−2ie2a4εµνλρ

∫

d4xα(x) · R0FµνR0Fλρ =

= −4ie2a4

∫

d4xα(x)

∫

d4yd4zR0(x, y)Fµν(y)R0(y, z)F̃µν(z)R0(z, x),

where

R0(x, y) ≡
(

1

1 − (a∂µ)2

)

xy

and F̃µν ≡
1

2
εµνλρFλρ.

We notice that this integral can be viewed as a triangular diagram, with R0’s playing the

role of the propagators. It can most easily be calculated in the momentum representation,

by substituting

R0(x, y) =

∫

d4q

(2π)4

eiq(x−y)

1 + a2q2
, R0(y, z) =

∫

d4p

(2π)4

eip(y−z)

1 + a2p2
, R0(z, x) =

∫

d4r

(2π)4

eir(z−x)

1 + a2r2
,
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that yields

−4ie2a4

∫

d4xα(x)

∫

d4yd4z

∫

d4qd4pd4r

(2π)12

ei[x(q−r)+y(p−q)+z(r−p)]

(1 + a2q2)(1 + a2p2)(1 + a2r2)
Fµν(y)F̃µν(z).

(117)

Integrating over d4y and d4z, we have
∫

d4yFµν(y)e
iy(p−q) = Fµν(q − p),

∫

d4zF̃µν(z)e
iz(r−p) = F̃µν(p− r),

where, to simplify notations, we denote the field-strength tensor and its Fourier image by the

same symbol. One can introduce, instead of p and r, new momenta t = q− p and k = q− r.

Equation (117) takes then the form

−4ie2a4

∫

d4xα(x)

∫

d4k

(2π)4
eikx

∫

d4t

(2π)4
Fµν(t)F̃µν(k − t)×

×
∫

d4q

(2π)4

1

(1 + a2q2)[1 + a2(q − t)2][1 + a2(q − k)2]
. (118)

We should now seek the lowest-in-a term of this expression, which is expected to remain

finite in the (a → 0)-limit. To this end, one changes the momentum q to the rescaled one,

ω = aq, in terms of which

d4q = 2π2q3dq =
π2

a4
ω2dω2 and a2(q − t)2 ≃ a2(q − k)2 ≃ ω2.

Equation (118) then reads

− ie2

4π2

∫

d4xα(x)

∫

d4k

(2π)4
eikx

∫

d4t

(2π)4
Fµν(t)F̃µν(k − t)

∫ ∞

0

ω2dω2

(1 + ω2)3
=

= − ie2

8π2

∫

d4xα(x)

∫

d4k

(2π)4
eikx

∫

d4t

(2π)4
Fµν(t)F̃µν(k − t). (119)

Introducing, instead of k, a new momentum λ = k − t, we further have
∫

d4k

(2π)4
eikxF̃µν(k − t) =

∫

d4λ

(2π)4
ei(λ+t)xF̃µν(λ) = eitxF̃µν(x),

where we continue distinguishing the field-strength from its Fourier image, by writing ex-

plicitly the corresponding argument. The d4t-integration now yields
∫

d4t

(2π)4
eitxFµν(t) = Fµν(x),

and thus Eq. (119) takes the following simple form:

− ie2

8π2

∫

d4xα(x)Fµν(x)F̃µν(x).
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Finally, this expression, once plugged into Eq. (115), yields the following divergence of the

axial current:

∂µJ
A
µ = − ie2

8π2
FµνF̃µν . (120)

The obtained right-hand side of Eq. (120) does not depend on a, thus remaining finite in

the (a → 0)-limit. Instead, higher-in-e contributions are proportional to higher powers

of a, and therefore vanish at a → 0. Equation (120), called chiral or Adler-Bell-Jackiw

anomaly [16], was originally obtained by using the diagrammatic approach. Here, we have

followed Ref. [15] to show that the anomaly stems from the non-invariance of the measure

in the path integral under chiral transformations. This is a general situation, which holds

for all known anomalies in quantum field theory, e.g. for the so-called conformal or scale

anomaly in the v.e.v. of the trace of the energy-momentum tensor. Namely, a quantum

anomaly appears when the action of a theory respects a certain symmetry (i.e. the theory

is invariant under the corresponding symmetry-transformations on the classical level), but

the integration measure in the path integral is not invariant under these transformations.

We note also that every anomaly is expressed by an equality, which, from the mathematical

viewpoint, holds in the weak sense. For instance, Eq. (120) holds in the sense of Eq. (115), i.e.

when the divergence of the corresponding current is integrated, together with some function

α(x), over d4x. In general, such a function, as well as the d4x-integration in Eq. (115), can

be promoted respectively to a gauge-invariant functional of the fields and to an average over

some gauge-invariant state.

Finally, one can illustrate that the obtained Eq. (120) is independent of a particular

form of the regularizing operator R. For this purpose, denoting the Fourier image of R0 as

R0(p) ≡ r(a2p2), one notices that the integral
∫∞
0

ω2dω2

(1+ω2)3
in Eq. (119) is, up to a constant

multiplicative factor, equal to
∫∞
0
ω2dω2 · r′′(ω2). Integrating in this formula by parts, one

concludes that, for any function r(ω2) such that r(∞) = 0, this integral is equal to r(0).

Thus, for any regularizing operator R, such that R0(p → ∞) → 0 and R0(p = 0) = 1, the

result obtained, Eq. (120), is independent of a particular functional form of R.
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