
Problems Chapter 11

                     Quantum                 Mechanics
                       K. Konishi, G. Paffuti

                   

Problem 1

Write  the  semiclassical  quantization  conditions  for  the  case  with  two  turning  points  using  Cauchy's  theorem.  Assume  that  p[x]  has  only  one  cut,
between the two turning points, and no essential singularities in the complex plane.

æ Solution

à Definitions

Let e1and e2 the two classical turning points, where E = V[x]. In general

(1.1)p@xD = 2 m HE - V@xDL
and the function p[x] has a cut between the zeros of E-V[x]. If this is the only cut

(1.2)p@xD = R@xD Hx - e1L He2 - xL
If there are not essential singularities in R, even at infinity, R[x] is a rational function. This will be assumed from now on. 

To extend (2) to the complex plane we have to define the branch of the square root. We have two possibilities: or the positive determination corre-
sponds to upper edge of the cut or to the lower edge. In the two cases the action integral

I = 2 à
e1

e2

p@xD âx = ¨ p@xD âx

can be expressed as one of the two complex integral below

e2e1

C

+ + + + +

- - - - -

e2e1

C

+ + + + +

- - - - -

We choose the first alternative, i.e. p[x] positive on the upper edge of the cut, we leave to the reader the task of verifying that the conclusions below
can be obtained also with the other choice.

To understand clearly the conventions used it is convenient to introduce a complex variable z and to put

(1.3)z - e1 = Ρ1 ã
ä Θ1; z - e2 = Ρ2 ã

ä Θ2

The choice of the cut correspond to 

(1.4)z - e1 = Ρ1  ã
ä

Θ1

2 ; z - e2 = Ρ2  ã
ä K Θ2

2
O
.

and taking p[x] as the analytic continuation of 

(1.5)q@zD = -ä R@zD Hz - e1L Hz - e2L
coincides with p[x] on the upper edge of the cut, where Θ1= 0 and Θ2= Π. On the lower edge Θ2= - Π and

q@zD ® R@xD Ρ1  Ρ2  ã
-äΠ

= - p@xD
It is important to keep track of phases along real axis. For x > e2 we have Θ1= 0 and Θ2= 0 so 



(1.6)q@zD ® R@xD Ρ1  Ρ2 ã
-ä

Π

2 = - ä R@xD Ρ1  Ρ2

For x < e2, Θ1= Π, Θ2= Π or  Θ1= -Π, Θ2=- Π in both cases

(1.7)q@zD ® R@xD Ρ1  Ρ2 ã
¡ ä Π-ä

Π

2 = + ä R@xD Ρ1  Ρ2

The fact that the two determinations coincide means in fact that the function has no cut for x < e1. 

From a more simple point of view we are taking

(1.8)e2 - z = ã
- ä Π

 Hz - e2L.
à Cauchy's theorem

Apart from the cut the integrand can have singularities (poles) due to R[z] or at infinity. We can exclude these singularities by drawing contours in the
complex plane C. With the convention used for the cut contour wrap clockwise the singularities and the situation is shown below

e2e1

a

¥

C

+ + + + +

- - - - -

The function is analytic in the domain excluded by the contours then Cauchy theorem states

(1.9)I - 2 Π ä â
a
Res@q@zDD - 2 Π ä Res¥@q@zDD = 0

Res stands for the residue, the minus sign is due to the clockwise direction of the integrals.

à Examples

ã R[x] = 1

The simplest example is

(1.10)p@xD = Hx - e1L He2 - xL
In this case the integral can be trivially done with the substitution

x ®
e1 + e2

2
+ Ξ

e2 - e1

2
; 2 à

e1

e2

p@xD âx =
He2 - e1L2

2
 à

-1

+1

1 - Ξ
2

 âΞ =
Π

4
 He2 - e1L2

but let us check the result with the above general method.

The only singular point is at infinity. To compute the residue at infinity of q[z] let us make the change of variables z = 1/Ζ, dz = - dΖ � Ζ2

q@zD âz =
- âΖ

Ζ2
H-äL 

1

Ζ
- e1  

1

Ζ
- e2 = ä 

âΖ

Ζ3
 H1 - Ζ e1L H1 - Ζ e2L

By definition the residue is the coefficient of Ζ in the Taylor expansion of the function. Using

(1.11)H1 - Ζ e1L H1 - Ζ e2L ~ 1 -
1

2
 He1 + e2L Ζ -

1

8
 He2 - e1L2 Ζ

2
+ O HΖL

we have

Res¥ q@zD = -
ä

8
 He2 - e1L2

and from (9)

(1.12)I = ¨ p@xD âx = 2 à
e1

e2

p@xD âx =
Π

4
 He2 - e1L2

Note for the Mathematica users.

In Mathematica 6.0 this integral can be computed with
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In Mathematica 6.0 this integral can be computed with

SimplifyBIntegrateB2 Hx - aL Hb - xL , 8x, a, b<, GenerateConditions® FalseF, 80 < a < b<F
In Mathematica 5.2 it is sufficient to write

IntegrateB2 Hx - aL Hb - xL , 8x, a, b<, Assumptions ® 80 < a < b<F
ã R[x] = 1/x

(1.13)p@xD =
1

x
 Hx - e1L He2 - xL

In this case we have a singularity at infinity and at x = 0. We are supposing 0 < e1< e2.

At infinity, working as in the previous example

q@zD âz =
- âΖ

Ζ2
H-äL Ζ 

1

Ζ
- e1  

1

Ζ
- e2 = ä 

âΖ

Ζ2
 H1 - Ζ e1L H1 - Ζ e2L

and using the expansion (11)

Res¥ q@zD = -
ä

2
 He1 + e1L

For z® 0 we have to remember the choice (7) for phases and write

q@zD ® +
ä

z
 e1 e2 Þ Res0 q@zD = ä e1 e2

Substituting in  (9)

(1.14)I = ¨ p@xD âx = 2 à
e1

e2

p@xD âx = Π J e2 - e1 N2

Let us note that correctly the integral vanish for  e1= e2.

Note for the Mathematica users.

In Mathematica 6.0 this integral can be computed with

IntegrateB 2

x
 Hx - aL Hb - xL , 8x, a, b<, Assumptions ® 80 < a < b<F

In Mathematica 5.2 the computation gives the wrong result  Π J e2 + e1 N2.

Problem 2

Write the semiclassical quantization conditions for a harmonic oscillator. Generalize the results for a pure xNoscillator, with N even.

æ Solution

à Quantization

The Hamiltonian is given by

(2.1)H@p, qD =
1

2 m
 p2 +

1

2
 m Ω

2
 q2 .

At fixed energy E

(2.2)p@qD = ± 2 m E - m2 Ω
2
 q2 .

We have an oscillatory motion, with two classical inversion points
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(2.3)q1 = -A; q2 = A; A =
2 E

m Ω2
.

The action integral is easily computed as

(2.4)J =
1

2 Π
 ̈ p@qD âq =

1

Π
 à
q1

q2

2 m E - m2 Ω
2
 q2 âq =

2 E

Π Ω
 à

-1

1

1 - x2  âx =
E

Ω
.

The quantization conditions are

(2.5)J = Ñ n +
1

2
.

The relation between E and J can  be trivially inverted in this case and we have for the spectrum

(2.6)E = Ω J = Ñ Ω n +
1

2
.

Which is the exact result.

ã Angle action variables

The angle variable j is defined as the canonically conjugate variable of J. From (4) we have

(2.7)H@JD = Ω J.

The variable j is cyclic and its equation of motion is trivially solved:

dj

dt
=

¶H

¶J
= Ω ; Þ j@tD = Ω t + ∆.

From the known solution of the equation of motion for p and q:

q = A Sin@Ω t + ∆D; p = m Ω A Cos@Ω t + ∆D
or by using Hamilton Jacobi equation, one has

q =
2 J

m Ω
 Sin@jD; p = 2 m Ω J Cos@jD.

Which is the explicit canonical transformation between the couple (q, p) and (j, J).

à Potential xN

Previous considerations can be easily extended to Hamiltonians of the form

(2.8)H@p, qD =
1

2 m
 p2 +

1

2
 g qN .

With N even.

At fixed energy

(2.9)p@qD = ± 2 m E - m g qN

Turning points are

q1,2 = ¡ a; a =
2 E

g

1�N
.

The action integral is given by

(2.10)J =
1

2 Π
 ̈ p@qD âq =

1

Π
 à

-a

a

2 m E - m g xN âx =
2

Π
 2 m E  à

0

a

1 -
x

a

N

âx = C
a

Π
 2 m E .

The constant C is given by
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C = 2 à
0

1

1 - zN âz =

Π GammaA1 +
1

N
E

GammaA 3

2
+

1

N
E

The quantization condition is always

(2.11)J = Ñ n +
1

2
.

We can invert the relation (10) to get

(2.12)E = D J
2 N

N+2; 1�D =
C

Π
 2 m  

2

g

1�N 2 N

N+2

=
C

Π
 2 m

2 N

N+2

 
2

g

2

N+2

This relation has some interesting implications.

The transformation from (q,p) to angle - action variables is a canonical transformation.  If we would start our quantum theory with an Hamiltonian
like (12) and proceed naively we go rapidly into troubles. The commutation relations

@J, jD =
Ñ

i

fix he spectrum of J, as j is an angular variable. As it is well known from the theory of angular momentum the eigenvalues of J are 

J = Ñ n; n = 0, ±1, ±2 ...

For a cyclic Hamiltonian the eigenvalues of J fix the spectrum of H, in the present case

(2.13)E = D HÑ nL 2 N

N+2

This is the correct semiclassical spectrum, i.e. for large n, as it is apparent from (12) but it is not the true quantum spectrum. This is another evidence
that canonical classical transformation are not an invariance of Quantum Theory: cartesian coordinates are "special" and von Neumann representation
theorem assure the uniqueness of the Schrödinger representation up to unitary transformations in that case. Vice versa as the spectrum (13) is not the
quantum spectrum this means that canonical transformations are not realized by a unitary transformation.

The semiclassical spectrum (12) predicts a non analytic behavior in g

E ~ g
2

N+2

This is indeed true in the quantum spectrum.

Problem 3

Write the semiclassical quantization conditions for a central field. In particular find the hydrogen spectrum using the Bohr Sommerfeld quantization
conditions.

æ Solution

à The Hamiltonian

Let V[r] the central potential. To correctly identify canonical momenta in radial problems it is convenient to start from the Lagrangian of the system

L =
Μ

2
 v2 - V@rD

Writing the line element in radial coordinates 

ds
2

= dr
2

+ r2 dΘ
2

+ r2 Sin@ΘD2 dj
2

one has directly the velocity in radial coordinates

(3.1)v2 = r
 2

+ r2 Θ
 2

+ r2 Sin@ΘD2 j
 2
; L =

Μ

2
 J r

 2
+ r2 Θ

 2
+ r2 Sin@ΘD2 j

 2N - V@rD
Θ and j are polar and azimuthal angles respectively. From (1) one has the canonical momenta

pr =
¶L

¶r
 

= Μ r
 
; pΘ =

¶L

¶Θ
 

= Μ r2 Θ
 
; pj =

¶L

¶j
 

= Μ r2 Sin@ΘD2 j
 

Transforming variables from velocities to momenta and substituting in the general definition of Hamiltonian
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H = p q
 

- L

one gets

(3.2)H =
1

2 Μ
 pr

2
+

1

r2
 pΘ
2

+
1

r2 Sin@ΘD2  pj
2

+ V@rD.
j is a cyclic variable, then pjis a constant of motion.

à Hamilton Jacobi equation and J variables

The Hamilton Jacobi equation for the Hamiltonian (2) is

(3.3)
¶S

¶r

2

+
1

r2
 

¶S

¶Θ

2

+
1

r2 Sin@ΘD2  
¶S

¶j

2

+ 2 Μ HV@rD - EL = 0.

This equation can be separated, i.e. admits a solution in the form

S = Sr@rD + SΘ@ΘD + Sj@jD.
By substitution in (3) we see first of all that j can appear only in the term ¶ S/¶ j,  then this term must be constant, let call it Aj. The Θ dependence is

then confined in

dSΘ

dΘ

2

+
1

Sin@ΘD2  Aj
2

which must be also constant, call it AΘ
2 . Finally for Srwe have an ordinary differential equation. Summarizing we have:

(3.4)
dSj

dj
= Aj;

dSΘ

dΘ

2

+
Aj

2

Sin@ΘD2 = AΘ
2 ;

dSr

dr

2

+

AΘ
2

r2
+ 2 Μ HV@rD - EL = 0.

The problem has been separated and we have three integration constants, Aj, AΘ, and E . The meaning of the first two constant is evident if we write

them explicitly, they are the z - component of angular momentum and the modulus of angular momentum:

Aj = pj = Μ r2 Sin@ΘD2 j
 

= Lz ;

AΘ = pΘ
2

+

pj
2

Sin@ΘD2 = Μ r Ir Θ
 M2 + Ir Sin@ΘD j

 M2 = Μ  rï v¤ = L .

We use this notation from now on.

The action integrals are

(3.5)

Jj =
1

2 Π
 ̈ pj âj = Lz;

JΘ =
1

2 Π
 ̈ pΘ âΘ =

1

2 Π
 ̈

dSΘ

dΘ
 âΘ =

1

2 Π
 ̧ â Θ L2 -

Lz
2

Sin@ΘD2 = HL -  Lz¤L;

Jr =
1

2 Π
 ̈ pr âr =

1

2 Π
 ̈

dSr

dr
 âr =

1

2 Π
 ̧ âr 2 Μ HE - UL -

L2

r2

=
1

2 Π
 ̧ âr 2 Μ HE - UL -

HJΘ +  Jj¤L2
r2

à WKB quantization and hydrogen atom

ã Lz

The variable j has no turning points then the quantization rule is simply

(3.6)Jj = Lz = m Ñ

ã L

The variable Θ has two turning points, given by the solution of
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Sin@ΘD L2 - Lz
2

= 0

This equation imply the obvious physical condition L ³  Lz.  The quantization condition for JΘ are

(3.7)JΘ = L -  Lz¤ = Ñ k¢
+

1

2
Þ L = Ñ k¢

+  m¤ +
1

2
; k¢

= 0, 1, ...

The additional term 1/2 is peculiar of WKB quantization, it would be absent in old Bohr - Sommerfeld quantization.

ã Jr

The quantization rule for Jr finally fix the spectrum. As there are in general two inversion points:

(3.8)Jr = Ñ nr +
1

2

Let us consider in particular the hydrogen spectrum, with

V@rD = -
e2

r
.

The radial action integral is

Jr =
1

Π
 à
r1

r2

2 Μ E +
e2

r
-

L2

r2

There are two inversion points for E < 0, Ε =   E¤ :

1

r1
=

e2 Μ + e4 Μ2 - 2 L2 Ε Μ

L2
;

1

r2
=

e2 Μ - e4 Μ2 - 2 L2 Ε Μ

L2
.

We have

2 Μ E +
e2

r
-

L2

r2
= 2 Ε Μ  

1

r
 Hr - r1L Hr2 - rL ; Jr =

2 Ε Μ

Π
 à
r1

r2 Hr - r1L Hr2 - rL â r;

This type of integral has already been done in problem [1], we just report the result:

Jr =
Π

2
 

2 Ε Μ

Π
J r2 - r1 N2 = - L + e2 

Μ

2 Ε

Then the WKB spectrum is given by

(3.9)2 Ε = - 2 E =
Ñ2 e4 Μ

Inr +
1

2
+ Ik¢ +  m¤ +

1

2
MM2

=
Ñ2 e4 Μ

Hnr + k¢ +  m¤ + 1LL2
with

n = nr + k¢
+  m¤ = 1, 2, ...

We see that exact hydrogen spectrum is reproduced. 

Let us note that in old quantum theory both terms 1/2 in L and Jr where missing and, quite arbitrarily, nr was taken as ³  1, instead of ³  0. 

Problem 4

Solve  the harmonic oscillator problem in the lowest order WKB approximation.

æ Solution

à Eigenvalues

The Schrödinger equation is
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(4.1)-
Ñ2

2 m
 
d2

dx
2

 Ψ +
1

2
 m Ω

2 x2 Ψ = E Ψ; V@xD =
1

2
 m Ω

2 x2.

The classical momentum at fixed energy is given by

(4.2)p@xD = 2 m HE - V@xDL .

The classical turning points are given by the solutions of the equation E = V[x]. In this case

(4.3)x = ± a = ±
2 E

m Ω2
.

In terms of a we can rewrite p[x] as

p@xD = m Ω a2 - x2 .

The quantization condition states :

(4.4)
1

2 Π Ñ
 ̈ p@xD dx =

1

Π Ñ
 à

-a

+a

p@xD dx = n +
1

2
; n = 0, 1, ...

Inserting eq.(3)

n +
1

2
=

m Ω

Π Ñ
 à

-a

+a

a2 - x2 dx =
m Ω

Π Ñ
 a2 à

-1

+1

1 - z2 dz =
m Ω

2 Ñ
 a2 =

E

Ñ Ω
.

The levels are given by

(4.5)En = Ñ Ω n +
1

2

à Wave functions

In the text has been shown that the n-th bound state wave function in the lowest order WKB approximation is 

(4.6)

Ψ@xD =
C

2  p@xD¤  Exp@-  Σ@x1, xD¤D ; x < x1;

Ψ@xD =
C

 p@xD¤ CosB Σ@x1, xD -
Π

4
F; x1 < x < x2;

Ψ@xD =
C

2  p@xD¤  Exp@-  Σ@x2, xD¤D ; x2 < x;

Where x1and x2are the classical turning points and Σ is the classical action in units of Ñ, i.e.

Σ@x1, xD =
1

Ñ
 à
x1

x

p@xD dx

The consistency of the definition rely on the quantization condition (4):

(4.7)Σ@x1, x2D =
1

Ñ
 à
x1

x2

p@xD dx = Π n +
1

2

C is a normalization constant, which can be fixed by neglecting exponential terms and using a mean value for the Cos - part:

1 ~ C2 à
x1

x2 Ψ¤2 dx = C2 à
x1

x2 dx

p@xD  CosBΣ -
Π

4
F2 ~

C2

2
 à
x1

x2 dx

m v@xD =
C2

2 m
 
T

2
.

(4.8)C = 2
m

T

where T is the classical period of motion.

In the present case x1= - a;  x2= + a and T = 2Π/Ω, i.e.
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C =
2 m Ω

Π
.

It is sufficient to compute the wave function for x > 0, as n = even-odd give rise to even-odd functions.

ã 0 < x < a

We have, using (7) and  m Ω2 a2/2 = E :

p@xD = m Ω a2 - x2 ;

Σ@-a, xD = Σ@-a, 0D + Σ@0, xD =
1

2
Σ@-a, aD + Σ@0, xD =

Π

2
n +

1

2
+
1

Ñ
 à
0

x

m Ω a2 - x2  dx =
Π

2
n +

1

2
+

2 E

Ñ Ω
 à
0

x�a
1 - z2  dz =

Π n

2
+

Π

4
+
2 E

Ñ Ω
 

x

2 a
1 -

x2

a2
+
1

2
ArcSinBx

a
F

and (with E = Ñ Ω (n+1/2) )

(4.9)Ψ@xD =
C

 p@xD¤  CosB Π n

2
+

E

Ñ Ω
 
x

a
1 -

x2

a2
+ ArcSinBx

a
F

ã a < x 

In this region

p@xD = m Ω x2 - a2 ;

Σ@a, xD =
2 E

Ñ Ω
 à
1

x�a
z2 - 1  dz =

2 E

Ñ Ω
 
1

2
 
x

a

x2

a2
- 1 - ArcCoshBx

a
F

and

(4.10)Ψ@xD =
1

2
 

C

 p@xD¤  ExpB-
E

Ñ Ω
 
x

a

x2

a2
- 1 - ArcCoshBx

a
F F

Asymptotically

Σ@a, xD
x®¥

E

Ñ Ω
 
x2

a2
- Log@xD =

m Ω

Ñ

x2

2
- n +

1

2
 Log@xD

and

Ψ@xD ~
1

x
ExpB-

m Ω

Ñ

x2

2
F xn+

1

2 = xn ExpB-
m Ω

Ñ

x2

2
F

Which is the correct asymptotic behavior for  Hn@xDExpB-
m Ω

Ñ

x2

2
F.

Here is graph showing the approximation of the wave function for n=0 and n=10. We see the divergence at the turning points.
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Problem 5

Compute the spectrum for a potential xN in the  lowest order WKB approximation. N is even. Study the limit of large quantum numbers.

æ Solution

à Change of variables

The Schrödinger equation is

(5.1)-
Ñ2

2 m
 
d2

dx
2

 Ψ +
1

2
 g xN Ψ = E Ψ; V@xD =

1

2
 g xN.

We change variables x = Λ z in such a way that the coefficients in the left hand side of the equation become equal. A change of variable do not change
the spectrum. 

-
Ñ2

2 m Λ2
 
d2

dz
2

 Ψ +
1

2
 g Λ

N zN Ψ = E Ψ;

The coefficients are equal for

Ñ2

m Λ2
= g Λ

N
Þ Λ =

Ñ2

m g

1

N+2

.

Λ has the dimension of a length, as the reader can easily check. 

With this choice the Schrödinger equation can be written as

-
1

2
 
d2

dz
2

 Ψ +
1

2
zN Ψ = E

m

Ñ2
 Λ
2

Ψ;

With

(5.2)E 
m

Ñ2
 Λ
2

=
Ε

2

we have the universal form

(5.3)-
d2

dz
2

 Ψ + zN Ψ = Ε Ψ

Energies can be recovered using (2). The energy scale is given by

(5.4)E0 =
Ñ2

2 m Λ2

Let us note that the rescaling is a canonical transformation then action remain invariant. In particular
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p@xD
Ñ

=
1

Ñ
 2 m E -

1

2
 g xN =

1

Ñ
 2 m Ε 

Ñ2

2 m Λ2
-

1

2
 g Λ

N zN =

=
1

Ñ
 2 m  

Ñ

Λ 2 m

 Ε - zN =
1

Λ
 Ε - zN

then

(5.5)à p@xD
Ñ

 dx = à k@zD dz

where k[z] is the wave number in eq.(3),  k[z] = Ε - zN  .

à WKB quantization

The turning points in (3) are (with N even)

(5.6)z = ± a = ± Ε
1�N

The "wave number" is

k@zD = Ε - zN

and the quantization conditions

(5.7)
1

2 Π
 ̈ k@zD dz = n +

1

2
Þ à

-a

+a

k@zD dz = Π n +
1

2

The integral appearing in (7) can be expressed in terms of Euler Beta function. With N even:

à
-a

+a

k@zD dz = à
-a

+a

aN - zN dz = 2 a1+
N

2  à
0

+1

1 - yN dy = 2 a1+
N

2  

Π GA1 +
1

N
E

2 GA 3

2
+

1

N
E .

We have from (7)

(5.8)a = n +
1

2
Π  

GA 3

2
+

1

N
E

GA1 +
1

N
E

2

2+N

; Εn = n +
1

2
Π  

GA 3

2
+

1

N
E

GA1 +
1

N
E

2 N

2+N

.

In particular for N = 4

(5.9)Εn = n +
1

2

4�3
 Π
2�3 GA 7

4
E

GA 5

4
E

4�3

In the text the same expression is written in a slightly different but equivalent  form, 

n +
1

2

4�3
 

Π

2 I

4�3
= n +

1

2

4�3
 

Π

2
 8

GA 7

4
E

Π  GA 1

4
E

4�3
= Εn

The last equality follows from x G[x] = G[1+x], for x = 1/4.

Usual energy is

(5.10)En =
1

2
 
Ñ2

m
 
1

Λ2
 Εn =

1

2
 
Ñ2

m
 
m g

Ñ2

2

N+2

 Εn º E0 Εn

E0 is the characteristic energy of the problem.

Here we present a comparison between numerical computed  Εn and WKB results for N = 4 and N = 6 (see notebook [NB-11.1])

  

Εn Εn
WKB ∆Ε � Ε

0 1.06036 0.867145 0.182218

1 3.79967 3.75192 0.0125677

2 7.4557 7.41399 0.00559434

3 11.6447 11.6115 0.0028528

4 16.2618 16.2336 0.00173482

5 21.2384 21.2137 0.00116391

                      

Εn Εn
WKB ∆Ε � Ε

0 1.1448 0.80083 0.300464

1 4.3386 4.16123 0.0408804

2 9.07308 8.95355 0.0131744

3 14.9352 14.8316 0.00693598

4 21.7142 21.6224 0.00422557

5 29.2996 29.2166 0.00283505
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2 7.4557 7.41399 0.00559434

3 11.6447 11.6115 0.0028528

4 16.2618 16.2336 0.00173482

5 21.2384 21.2137 0.00116391

                      

Εn Εn
WKB ∆Ε � Ε

0 1.1448 0.80083 0.300464

1 4.3386 4.16123 0.0408804

2 9.07308 8.95355 0.0131744

3 14.9352 14.8316 0.00693598

4 21.7142 21.6224 0.00422557

5 29.2996 29.2166 0.00283505

à Classical parameters and semiclassical limit

The classical motion is fixed by the turning points. It is a periodic motion with period

T = 2 à
-a

+a dx

v@xD = 2 m à
-a

+a dx

p@xD = 2 m
Λ2

Ñ
 à

-a

+a dz

k@zD =

4
m Λ2

Ñ
 a1-

N

2  à
0

1 dy

1 - yN
= 4

m Λ2

Ñ
 a1-

N

2

Π GA1 +
1

N
E

GA 1

2
+

1

N
E

By expressing a as a function of E, with E = E0 aN we have

T = 2
Ñ

E0

 
En

E0

2-N

2 N

 

Π GA1 +
1

N
E

GA 1

2
+

1

N
E

At the semiclassical level the following relation must hold :

(5.11)
¶En

¶n
=

2 Π

T
Ñ

This is a check of (11) for the case N =4, g = 1.2. The continuous line is the left hand side of equation (11) computed with an interpolation, the points
are classical expression for 2 Π/T.

10 20 30 40 50
n

2

3

4

5

¶ E�¶ n

Problem 6

Consider a particle of mass m in a one dimensional potential V[x] = g ∆(x-a) + g ∆(x+a). Compute in the semiclassical approximation energy and
width of the metastable states. Compare the results with the solution of the Schrödinger equation with the Gamow Siegert boundary conditions.

Solve the same problem for a "radial" barrier, i.e. defined in the semispace x > 0.

æ Solution

à One dimensional problem

The potential

12   Problems_chap11.nb



(6.1)V@xD = g ∆ Hx - aL + g ∆ Hx + aL
is the limit case of the one shown in the figure below

-a a

Metastable states can occur, which decay through the ∆ - barriers. The Hamiltonian of the system is

(6.2)H =
p2

2 m
+ g ∆ Hx - aL + g ∆ Hx + aL

Using

(6.3)E =
1

2 m
Ñ
2
 k2; Β =

m g

Ñ2

stationary states are given by the solution of the Schrödinger equation

(6.4)Ψ
¢¢@xD + k2 Ψ@xD = 2 Β H∆ Hx - aL + ∆ Hx + aLL Ψ@xD = 2 Β H∆ Hx - aL Ψ@aD + ∆ Hx + aL Ψ@-aDL.

Ψ[x] is continuous at x= ± a while its derivative has a discontinuity fixed by equation (4). Integrating in a small interval Ε around a singularity and
taking the limit Ε®0 we have the jumps:

(6.5)DΨ
¢@aD = 2 Β Ψ@aD; DΨ

¢@-aD = 2 Β Ψ@-aD; where DΨ
¢@zD = Lim

x®z+
Ψ

¢@xD - Lim
x®z-

Ψ
¢@xD

à WKB approximation

We have a well of width 2 a. The semiclassical quantization conditions are the same as those of a free particle in a well

(6.6)

1

2 Π Ñ
 ̈ p@xD âx =

1

Π Ñ
 à

-a

+a

p âx =
2 a

Π Ñ
= n; n = 1, 2, ...;

p = Ñ
Π

2 a
 n; k =

p

Ñ
=

n Π

2 a
.

Note. In general the quantization conditions are of the form

1

2 Π Ñ
 ̈ p@xD âx = n0 + â

t.p.

Μ

4

The sum is on he turning points and Μ = 1 for turning points with continuous derivative, while Μ=2 for turning points with discontinuous derivative, as
in this case. As n0=0,1,... we have n0+ 2 Μ/4 = n0+1 = 1,2,3....

The corresponding energies are

(6.7)En =
Ñ2

2 m
 
n2 Π2

4 a2
.

The width of these states is given by

(6.8)G = 2 
Ñ

T
 P ,

where P is the probability of crossing a ∆ - barrier and 
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(6.9)T =
4 a

v
=

4 a m

p
=

8 a2 m

n Π Ñ
,

is the classical period of motion. P can be estimated using tunnel effect. Consider for example the right barrier. The approximate solutions for Ψ are

(6.10)x < a : ΨL = ã
ä k x

+ R ã
-ä k x ; x > a : ΨR = T ã

ä k x.

Continuity of Ψ and the constraint (5) give

(6.11)ΨL@aD = ΨR@aD; ΨR
¢ @aD - ΨL

¢ @aD = 2 Β ΨR@aD.
Inserting (10) and solving for T one easily find

(6.12)T =
ä k

ä k - Β
; P =  T¤2 =

k2

k2 + Β2

In this approximation we are neglecting multiple reflections, i.e. we assume P ` 1, or Β p k. In this approximation

P >
k2

Β2

Inserting this value and the expression for T in (8)

(6.13)G =
Ñ2

2 m
 

Π3 n3

8 a4 Β2
.

This formula is no more valid for Β ~ k. 

à Gamow Siegert boundary conditions

In one dimension a divergent wave means

(6.14)Ψ ~ Exp@ä k  x¤D
In fact, the phase grows for both limits x ® ± ¥. This will be the form of the solution for   x¤ > a, as the potential is zero. 

For -a < x < a there two linearly independent solutions, Cos[kx], Sin[kx], respectively for even and odd states. Then the solution will be:

Even states

x < -a : Ψ = A ã
ä k  x¤; -a < x < a : Cos@kxD; a < x : A ã

ä k  x¤;
Odd states

x < -a : Ψ = - A ã
ä k  x¤; -a < x < a : Sin@kxD; a < x : A ã

ä k  x¤;
We can limit ourselves to the point x=a and impose there the constraint (5) :

Even states

Cos@k aD = A ã
ä k a; ä k A ã

ä k a
+ k Sin@k aD = 2 Β Cos@kaD;

Odd states

Sin@k aD = A ã
ä k a; ä k A ã

ä k a
- k Cos@k aD = 2 Β Sin@kaD;

Eliminating A

(6.15)
Häk - 2 ΒL Cos@kaD + k Sin@kaD = 0 even states

Häk - 2 ΒL Sin@kaD - k Cos@kaD = 0 odd states
.

The solutions of these equation are  complex k, which give rise to a complex energy

E =
Ñ2

2 m
 k2 = ER - ä

G

2
.

ã Large Β limit

To have a finite solution as Β grows ka must be approximately an odd/even multiple of Π/2 for even/odd states, to compensate the growth in Β. Let us
pose
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even states : k =
Π

2 a
 H2 s + 1L +

c1

a2 Β

+
c2

a3 Β2
+ ...

odd states : k =
Π

2 a
 H2 sL +

d1

a2 Β

+
d2

a3 Β2
+ ...

Inserting n the previous equation and expanding in 1/Β one find

c1 = -
Π

4
 H2 s + 1L; c2 =

Π

8
 H2 s + 1L - ä

Π2

16
 H2 s + 1L2;

d1 = s
Π

2
=

Π

4
 H2 sL; d2 = s

Π

4
- ä s2 

Π2

4
=

Π

8
 H2 sL - ä

Π2

16
 H2 sL2

Note : As n starts from 1 even states are n=1,3,5 ... while for odd states n = 2,4,.. 

Both expression can be written as a correction of the form

k >
Π

2 a
 n + H-1Ln 

Π

4
 n

1

a2 Β

+
Π

8
 n - ä

Π2

16
 n2  

1

a3 Β2
+ O IΒ

-3M
For the energy one deduces :

E =
Ñ2

2 m
 k2 >

Ñ2

2 m
 

n2 Π2

4 a2
+ H-1Ln 

n2 Π2

4 a3 Β

+
3

16
 
n2 Π2

a4 Β2
- ä

1

16
 
n3 Π3

a4 Β2
+ O IΒ

-3M
At lowest order 

E = ER - ä
G

2
>

Ñ2

2 m
 
n2 Π2

4 a2
- ä

Ñ2

2 m
 
1

16
 
n3 Π3

a4 Β2

in agreement with (13).

à The radial problem

In this case the space is bounded to x > 0 and the effective Schrödinger equation is

(6.16)Ψ
¢¢@xD + k2 Ψ@xD = 2 Β ∆ Hx - aL Ψ@xD = 2 Β ∆ Hx - aL Ψ@aD.

It can represent the wave equation for the S - wave reduced function in a radial problem.

ã WKB

For energies the only difference with respect previous problem is that the well has width a instead of 2 a, then energies are

(6.17)En =
Ñ2

2 m
 
n2 Π2

a2
.

For the width G we have now

G =
Ñ

T
 P

as only one barrier is present. The period is given by

(6.18)T =
2 a

v
=

2 a m

p
=

2 a2 m

n Π Ñ
.

The computation the probability of tunneling P is the same as before:

(6.19)T =
ä k

ä k - Β
; P =  T¤2 =

k2

k2 + Β2
~

k2

Β2
.

The resulting WKB approximation for G is

(6.20)G =
Ñ2

2 m
 

Π3 n3

a4 Β2
.

ã Gamow Siegert boundary conditions

In this case only solutions vanishing at x = 0 are acceptable and matching conditions at x = 0 reduce to
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Sin@k aD = A ã
ä k a; ä k A ã

ä k a
- k Cos@k aD = 2 Β Sin@kaD;

Eliminating A

(6.21)Häk - 2 ΒL Sin@kaD - k Cos@kaD = 0 .

As expected this is the condition for odd states in the previous problem.

The large Β limit can be studied by writing 

k =
Π

a
 n +

d1

a2 Β

+
d2

a3 Β2
+ ...

Inserting in previous equation one finds

d1 = n
Π

2
; d2 =

n Π

4
- ä 

n2 Π2

4
.

Finally for k and E

k =
Π

a
 n + n

Π

2
 
1

a2 Β

+
n Π

4
- ä 

n2 Π2

4

1

a3 Β2
+ O IΒ

-3M;

E = ER - ä
G

2
>

Ñ2

2 m
 

n2 Π2

a2
+

n2 Π2

a3 Β

+
3

4
 
n2 Π2

a4 Β2
- ä

1

2
 
n3 Π3

a4 Β2
+ O IΒ

-3M
which at lowest order coincides with WKB result.

Problem 7

Compute the spectrum of an anharmonic oscillator 1/2( Λ2  x2+ Λ4  x4) in the lowest order WKB approximation. Λ2  is positive. Compare the results

to that of  perturbation theory.

æ Solution

à Change of variables

The Schrödinger equation is

(7.1)-
Ñ2

2 m
 
d2

dx
2

 Ψ +
1

2
 IΛ2 x2 + Λ4 x4M Ψ = E Ψ;

The eigenvalues will  depend on Λ2,  Λ4and m.  A simple change of  variables  show that  the effective parameter  is  only one and that  eq.(1)  depends

actually only on this parameter. Take

(7.2)x = H Λ2¤ m L-1�4
z; Μ = Sign@Λ2D = ± 1.

Substituting in (1) we get

1

2
 

 Λ2¤
m

1�2
 - Ñ

2
d2

dz
2

+ Μ z2 + g z4  Ψ = E Ψ; g =
Λ4

 Λ2¤3 m

.

Then we have

(7.3)E@m, Λ2, Λ4D =
 Λ2¤
m

1�2
E@1, Μ, gD

This means that, for a given sign of the quadratic term, the only real parameter is g. In this problem we consider Λ2> 0 then our reference equation is

(we call again x the space variable)

(7.4)-
1

2
 Ñ
2
d2

dx
2

+
1

2
x2 +

1

2
g x4  Ψ = E Ψ; H =

p2

2
+

1

2
x2 +

1

2
g x4.

ã Note

The new change of variables x = Ñ1�2y can reabsorbs also the factor Ñ :
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(7.5)-
1

2

d2

dy
2

+
1

2
y2 +

1

2
HgÑL y4  Ψ =

E

Ñ
Ψ

This shows that in fact a weak coupling expansion in g is equivalent to an Ñ expansion in this model, if energies are measured in units of Ñ. As we
want to keep separate g and Ñ variables in this problem to show a particular limit with g fixed and Ñ n fixed, n is the quantum number, we do not use
here this last coordinate transformation. This is implicitly used in most of the numerical notebooks when "natural units", m = 1, Ñ = 1, Ω =1 are used.

à WKB quantization

The classical momentum in equation (4) is

(7.6)p@xD = 2 E - x2 - gx4

It is convenient to rewrite this expression by extracting the turning points.

With 

(7.7)a2 =

-1 + 1 + 8 g E

2 g
; b2 =

1 + 1 + 8 g E

2 g

we have

(7.8)p@xD = g  Ia2 - x2M Ib2 + x2M
The turning points are clearly

(7.9)x = ± a

The WKB quantization condition is

(7.10)n +
1

2
=

1

2 Π Ñ
 ̈ p@xD dx =

1

Π Ñ
 à

-a

+a

p@xD dx º J@ED.
Inserting the expression of p[x] and using the symmetry x ® - x, we have

(7.11)J@ED =
2 g

Π Ñ
 à
0

a Ia2 - x2M Ib2 + x2M dx

The integral can be expressed through complete elliptic integrals. Their definition is

(7.12)fE@mD = à
0

Π�2
1 - m Sin@jD2 dj ; fK@mD = à

0

Π�2 dj

1 - m Sin@jD2
.

For m we follow the notation used in Mathematica , some authors use m2where we write m.  In terms of these integrals

(7.13)à
0

a Ia2 - x2M Ib2 + x2M dx =
a2 + b2

3
 b2 fKB a2

a2 + b2
F - Ib2 - a2M fEB a2

a2 + b2
F

It is possible to give different forms at the result using identities among elliptic integrals.

For the action integral we have

(7.14)J@ED =
2 g

Π Ñ
 

a2 + b2

3
 b2 fKB a2

a2 + b2
F - Ib2 - a2M fEB a2

a2 + b2
F .

Here is a plot of Ñ J with g = 1 :
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2 4 6 8 10
E

1

2

3

4

J@ED

Inverting the relation (10) we get the spectrum.

à Limits

It is interesting to investigate small and large g values. This can be done by a series expansion in g or 1/g. By using Mathematica or consulting a book
on Elliptic functions.

ã Small g

For small g

(7.15)J@E, gD
g ® 0

1

Ñ
E -

3

4
 g E2 +

35

16
g2 E3 -

1155 E4 g3

128
+
45045 E5 g4

1024
... ;

At lowest order

(7.16)E0 = Ε = Ñ J = Ñ n +
1

2

the correct result for an unperturbed oscillator of unit frequency.

Using a power expansion

E = E0 + â
k
gk Ek

the series is easily inverted with the result

EWKB = Ε +
3 g Ε2

4
-
17 g2 Ε3

16
+
375 g3 Ε4

128
-
10689 g4 Ε5

1024
+ O Ig5M

Consider now the first orders in usual perturbative expansion, see notebook [NB-9.1] in chapter 9.

Epert = Ñ n +
1

2
+

3

8
g I1 + 2 n + 2 n2M Ñ

2
-

1

32
g2 I21 + 59 n + 51 n2 + 34 n3M Ñ

3
+

3

128
g3 I111 + 347 n + 472 n2 + 250 n3 + 125 n4M Ñ

4
-

g4 I30885 + 111697 n + 160470 n2 + 142610 n3 + 53445 n4 + 21378 n5M Ñ5

2048

Let us note that in agreement with eq.(5) the quantity E/Ñ depends only on the product (Ñ g).

It is easily seen that the two expansions do not agree in general, remember that Ε = Ñ (n+1/2). As an instance for the ground state

Epert =
1

2
 Ñ +

3

8
g Ñ

2
+ ...; EWKB =

1

2
 Ñ +

3 g

16
 Ñ
2

+ ...

But if we take the limit Ñ®0 , n®¥, with n Ñ finite, i.e. we take only the leading order in Ñ n in both expansions they coincide:

EWKB = Ñ n +
3 g HÑ nL2

4
-
17 g2 HÑ nL3

16
+
375 g3 HÑ nL4

128
-
10689 g4 HÑ nL5

1024
+ ... = Epert

This confirms what stressed in the text : the semiclassical quantization formula is accurate in the double limit Ñ®0 , n®¥, with  (nÑ) finite. 

To avoid misunderstanding let us repeat the conclusions in another form:
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To avoid misunderstanding let us repeat the conclusions in another form:

1. The semiclassical approximation for E/Ñ is always formally correct as Ñ ® 0. In the particular case of an anharmonic oscillator this limit 
coincides with g®0, but the validity of WKB approximation is general.

2. EWKB � Ñ can be considered as a function of g and Ñn, in fact only the combination Ñ(n+1/2) enters in the quantization conditions. This expansion 

is correct as Ñ n is fixed as Ñ goes to zero, and this independently of the value of g, i.e. also for large g, as far as g is kept fixed.
3. In the perturbative expansion of anharmonic oscillator - like potentials, especially if one uses "natural units", the expansion parameter is g Ñ, this 

means to take the limit g®¥, Ñ®0. While the leading terms in n are under control by the previous observation, the subleading terms in 1/n are 
not covered at leading order WKB, because g is not kept fixed in this limit.

4. If next to leading corrections in WKB are performed clearly we can recover subleading terms.

In conclusion for several regimes WKB expansion is more general than perturbative expansion For equal order of expansion results in of WKB and
perturbation theory coincide, even if making a WKB expansion can be much more difficult than perform a perturbative expansion.

ã Large g

For large g

(7.17)J@E, gD
g ® ¥

25�4 Π J 1

g
N1�4

3 GA 3

4
E2

E3�4
Þ E ~ n4�3 g1�3

This is important as it indicates a cut in the complex g plane. The result implies also a growth with n faster than in the harmonic oscillator case, where
En ~ n.

à Classical period

The classical period is given by (here m = 1)

T = ¨ âx

p@xD =
4

g
 à
0

a âx

Ia2 - x2M Ib2 + x2M
.

Also this integral can be expressed through elliptic integrals with the result

(7.18)T@ED =
4

g
 

1

a2 + b2
 fKB a2

a2 + b2
F.

The asymptotic limits are

1

2 Π
 T@ED

g ® 0
1 -

3

2
 g E;

1

2 Π
T@ED

g ® ¥

J 1

g
N1�4

Π

23�4 GA 3

4
E2

 E-1�4 .

The reader can verify that these limits satisfy the general requirement ( correspondence principle )

dn

dE
=

T

2 Π

Problem 8

Consider a generic even potential V[x] with two degenerate absolute minima. Show that for small tunneling amplitudes the splitting between ground
state and first excited state can be obtained by a variational technique based on the two semiclassical solutions built on the two minima.

æ Solution

A prototype of this problem is the double well anharmonic oscillator, with a potential of the form

V@xD = - a x2 + b x4; a, b > 0.
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The following considerations are valid for  a generic potential with this kind of shape. 

We will use a particular feature of variational calculations: to obtain first order correct results in energy it is sufficient to know the states only at zero
order, this is the essential feature of stationary points.

We  assume  that  neglecting  tunneling  effects  the  system  has  two  degenerate  levels,  pictorially  depicted  in  the  above  figure.  Let  us  consider  a
(semiclassical) solution jc[x] describing a bound state. This state by definition goes exponentially to zero as x® ¥. If we denote by K the penetration

barrier integral the value of jc  at x=0 will be of the order of K1�2  as semiclassical wave functions decrease exponentially in the forbidden region and

x=0 is at half way in the barrier.

The same construction holds for left well, by symmetry. Consider now a function j1which coincides with jc for x>0 and is prolonged with continuity

in the x < 0 region, in an exponential decreasing way. This can be done in infinite ways of course. Do the same for the left well. Then we have

(8.1)
j1@xD = jc@xD; x > 0; j1@xD = O J K N for x < 0;

j2@xD = jc@-xD; x < 0; j2@xD = O J K N for x > 0;

It  is  simpler  to  assume  that  the  two  functions  are  prolonged  in  the  same  way,  even  if  this  is  not  essential.  We assume for  simplicity  that   jc  are

normalized in a semi-space (this can always be done, at the end we will write formulas for arbitrary normalization):

(8.2)à
0

¥

jc
2@xD = 1

By construction the two functions satisfy Schrödinger equation in the two respective semi-spaces:

(8.3)HH - E0L j1 =

0 x > 0

O J K N x < 0
; HH - E0L j2 =

0 x < 0

O J K N x > 0

We can take these two functions as a basis for a variational computation. We know that the minimum corresponds to eigenstates of the system

Hij cj = E Nij cj

Where H and N are respectively the Hamiltonian matrix and the scalar product matrix. Let us compute these matrices. By symmetry:

N11 = à
-¥

¥

j1 j1 âx = N22 = à
-¥

¥

j2 j2 âx = 1 + O HKL
The 1 comes form normalization of jc, the order K comes from splitting the integral in 

à
-¥

¥

j1 j1 âx = à
0

¥

j1 j1 âx + à
-¥

0

j1 j1 âx = à
0

¥

jc jc âx + à
-¥

0

j1 j1 âx = 1 + O HKL
Off diagonal elements can be estimated in the same way. In a semispace only one of the two functions is depressed then

(8.4)N12 = N21 = O J K N
The same trick can be used for the Hamiltonian matrix

H11 = à
-¥

¥

j1 H j1 âx = à
0

¥

j1 H j1 âx + à
-¥

0

j1 H j1 âx = à
0

¥

j1 E0 j1 âx + à
-¥

0

j1 H j1 âx =

E0 N11 + à
-¥

0

j1 HH - E0L j1 âx = E N11 + O HKL
The off diagonal term is a bit more difficult
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The off diagonal term is a bit more difficult

H21 = à
-¥

¥

j2 H j1 âx = à
0

¥

j2 H j1 âx + à
-¥

0

j2 H j1 âx

In the first term we can use Schrödinger equation, while in the second this is not possible as j1satisfy this equation only for x > 0. We can make an

integration by part, in such a way H will act on j2 which satisfy the equation for x < 0. We neglect terms at infinity:

à
-¥

0

j2 
d2

dx
2

 j1 âx = Hj2 j1
¢ L

|¥

0

- à
-¥

0

j2
¢
 j1

¢
 âx = j2@0D j1

¢ @0D - j2
¢
 j1

-¥

0

+ à
-¥

0

j2
¢¢

 j1 âx =

j2@0D j1
¢ @0D - j2

¢ @0D j1@0D + à
-¥

0

j2
¢¢

 j1 âx

As j2 = jc@-xD we have j1
¢ @0D=jc

¢ @0Dand j2
¢ @0D= - jc

¢ @0D. Then with the help of Schrödinger equation in x < 0

(8.5)H21 = N21 E0 -
Ñ2

2 m
 I2 jc@0D jc

¢ @0DM = N21 E0 -
Ñ2

m
jc@0D jc

¢ @0D º N21 E0 + ∆

Collecting our matrix elements and writing explicitly K factors HΣiare Pauli matrices)

H = E0 N + a1 K + ∆ Σ1; N = 1 + b1 K  Σ1 + b2 K Σ3

We have to solve

det HH - N EL = 0 Þ det IN-1
 H - EM = 0.

We have 

N-1
= 1 - b1 K  Σ1 + O HKL; N-1

 H = E0 + N-1
∆ Σ1 = E0 + ∆Σ1 H1 + O HKLL

It is important that all corrections cancel exactly in the leading term, as the E0part of H was proportional to N, while all corrections just modify ∆ by

higher order terms. The eigenvalues of N-1 H are well known:

(8.6)E = E0 ± ∆ = E0 ¡
Ñ2

m
jc@0D jc

¢ @0D
E0 + ∆ is the eigenvalue of the symmetric state, as for a decreasing function jc@0D jc

¢ @0D> 0 this corresponds to the ground state, as it must be. The

energy splitting between symmetric and antisymmetric states is

(8.7)DE = 2 
Ñ2

m
jc@0D jc

¢ @0D
For not normalized functions obviously :

(8.8)DE = 2 
Ñ2

m
jc@0D jc

¢ @0D � à
0

¥

jc
2
 âx

The result coincides with semiclassical result, in the semiclassical limit, but is more accurate, as it do not depend on connection formulas. As far as

jcis accurate the only errors in (8) are due to higher powers in K.

NOTE: This derivation make particularly clear why we can calculate the splitting. In whatever scheme, perturbative, semiclassical etc., the single
levels will have some unknown corrections, higher order in the coupling, higher order in Ñ etc.. As the potential is symmetric in the difference DE
all these corrections cancel exactly, what is left is the non perturbative corrections, due to tunneling. In eq.(8) it is apparent that the accuracy of the
calculation depends on the accuracy of the wave function in the asymptotic region, as x=0 is far form the local minimum of the potential. This is
the only point in which the calculation must be accurate.

à Lowest order WKB

For classically normalized solutions the exponential tail of the wave function is, in the semiclassical approximation

(8.9)jc@xD =
C

2  p@xD¤  ExpB1
Ñ

 à
a

x p@xD¤ âxF
where a>0 is the turning point,  p[x] the momentum, C the normalization constant. For symmetric potentials

p'@0D µ V'@0D = 0

then
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2 
Ñ2

m
jc@0D jc

¢ @0D = 2 
Ñ2

m
 
C2

4
 

1

p@0D  
p@0D

Ñ
 ExpB2

Ñ
 à
a

0 p@xD¤ âxF =
Ñ C2

2 m
 ExpB-

1

Ñ
 à

-a

+a p@xD¤ âxF

(8.10)DE =
Ñ C2

2 m
ExpB-

1

Ñ
 à

-a

+a p@xD¤ âxF º
Ñ C2

2 m
K

With the lowest order normalization

C = 2
m

T

(8.11)DE =
Ñ 2

T
K =

Ñ Ω

Π
 K

where Ω is the classical oscillation in the well. In this formula the only error is in the determination of C.

Problem 9

Compute in the lowest order WKB approximation the energy splitting between the two lowest-lying states in a double well.

æ Solution

à Change of variables

In previous problem it has been shown that by a change of variables

x = Ñ
1�2

 H Λ2¤ m L-1�4
z; Μ = Sign@Λ2D = ± 1.

the Schrödinger equation 

(9.1)-
Ñ2

2 m
 
d2

dx
2

 Ψ +
1

2
 IΛ2 x2 + Λ4 x4M Ψ = E Ψ;

can be transformed in a standard one

(9.2)-
1

2

d2

dx
2

+
Μ

2
x2 +

1

2
g x4  Ψ = E Ψ; H =

p2

2
+ Μ

1

2
x2 +

1

2
g x4.

where Μ = -1 and

g =
Λ4 Ñ

 Λ2¤3 m

; E@Ñ, m, Λ2, Λ4D = Ñ 
 Λ2¤
m

1�2
E@1, 1, Μ, gD

In the following we will use the standard form (2). In the present case, a double well potential, Μ = - 1. At variance with respect previous problem we
absorb Ñ in the change of variables as we will not be interested in the large n limit (n is the quantum number). The potential is

V@xD = -
1

2
x2 +

1

2
g x4

A plot of the potential is:
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à Condition for tunneling

The inversions points are given by the solution of the equation

2 E - x2 - g x4 = 0

and are  x = ± a, ± b where

(9.3)a2 =

1 - 1 + 8 E g

2 g
; b2 =

1 + 1 + 8 E g

2 g

Points  ± a  are there only for E < 0. For E > 0 there are only two turning points,  ± b.  The classical momentum can be written as

(9.4)p@xD = g Ix2 - a2M Ib2 - x2M
We are interested in the case in which two energy levels are negative, these will correspond to the spitting of two approximately degenerate eigen-
states describing a particle in the left or right well respectively. The tunnel effect remove the degeneracy.

At the semiclassical level the energy of the bound states in each of the two well are given by the quantization condition (Ñ = 1)

J@ED =
1

Π
 à
a

b

p@xD â x = n +
1

2

To have a tunneling between states confined in the two wells at least one level in each of the well must be present, with negative energy. The limit
case is E = 0. For E = 0, we have a = 0, b = 1/g and the action integral becomes

J@0D =
1

Π
 à
a

b

p@xD â x = g  à
0

1� g

x 
1

g
- x2  â x =

1

g
 à
0

1

1 - z2  â z =
1

3 g Π

To have a bound state the following condition must hold

J@0D >
1

2
Þ

1

3 g Π
>

1

2
Þ g <

2

3 Π
~ 0.21

à The tunneling

In the text it has been shown how at a semiclassical level the tunnel effect can provide an exponentially small splitting between the first two bound
states of the system. An alternative proof was given in previous problem. The result is

(9.5)DE =
Ñ C2

2 m
ExpB-

1

Ñ
 à

-a

+a p@xD¤ âxF
where C is a normalization for semiclassical state, in lowest order, with T the classical period of motion:

(9.6)C = 2
m

T

It follows

(9.7)DE =
2 Ñ

T
ExpB-

1

Ñ
 à

-a

+a p@xD¤ âxF º
2 Ñ

T
K .
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K is the penetration barrier factor.

à Evaluation of the integrals

We  see  that  all  physical  interesting  quantities  are  given  by  integrals  of  p[x]  i.e.  of  square  roots  of  quartic  polynomials.  All  this  integrals  can  be
expressed trough elliptic integrals.  The relevant integrals are:

à
a

b Ix2 - a2M Ib2 - x2M  âx =
b

3
 Ia2 + b2M EllipticEBb2 - a2

b2
F - 2 a2 EllipticKBb2 - a2

b2
F

à
0

a I a2 - x^2M Ib2 - x2M  âx =
b

3
 Ia2 + b2M EllipticEBa2

b2
F - Ib2 - a2M EllipticKBa2

b2
F

à
a

b 1

Ix2 - a2M Ib2 - x2M
 âx =

1

b
 EllipticKBb2 - a2

b2
F

And we have respectively :

(9.8)

J =

g

Π
 à
a

b Ix2 - a2M Ib2 - x2M  âx =
g

Π
 
b

3
 Ia2 + b2M EllipticEBb2 - a2

b2
F - 2 a2 EllipticKBb2 - a2

b2
F ;

(9.9)T =
2

g
 à
a

b 1

Ix2 - a2M Ib2 - x2M
 âx =

2

g
 
1

b
 EllipticKBb2 - a2

b2
F;

(9.10)

K = Exp@-2 DD;
D = g  à

0

a I a2 - x^2M Ib2 - x2M  âx = g
b

3
 Ia2 + b2M EllipticEBa2

b2
F - Ib2 - a2M EllipticKBa2

b2
F

From these expressions DE can be computed, and compared with numerical evaluation of eigenvalues. This is done in notebook [NB-11.2]. We report
here a plot: the line is the WKB result, points are numerical eigenvalues:

0.05 0.10 0.15
g

0.05

0.10

0.15

0.20

∆E

This subject is explored again in notebooks [NB-11.2] and in problems.

Note: the result is not accurate for g ® 0, as the subleading term in the WKB phase is not under control in this approximation: a precise determination
of the constant C in eq.(6) require a more refined analysis, this will be done for the anharmonic oscillator in problem [11] and in notebook [NB-11.2].

Problem 10

Consider  the  Schrödinger  equation  for  a  potential  V[x].  Let  us  suppose  that  V[x]  is  analytic,  then  the  equation  can  be  extended  in  the  complex
domain. Set

Ψ@xD = ExpBä
Σ@xD

Ñ
F;

Σ[x] in general will have branch points for classical turning points. Let us suppose that there are only two of them. The monodromy requirement on Ψ
implies the constraint

1

Ñ
 ̈ Σ@xD âx = 2 Π n .

Show that this lead to leading order to the Bohr - Sommerfeld quantization conditions, and allows to compute higher order corrections in Ñ  in the
WKB quantization procedure.
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Show that this lead to leading order to the Bohr - Sommerfeld quantization conditions, and allows to compute higher order corrections in Ñ  in the
WKB quantization procedure.

æ Solution

The position

(10.1)Ψ@xD = ExpBä
Σ@xD

Ñ
F;

transforms the linear second order Schrödinger equation for Ψ in a nonlinear first order equation for Σ¢. 

The only unknown quantity is Σ¢ and in the mathematical literature the substitution (1) is usually written in the form

Ψ@xD = ExpBà x

f@xD âxF
The resulting equation is known as a Riccati equation. We will follow the more conventional notation used in physics and will adopt the form (1).

ø NOTE  In the following we will take the signs adapted to work in the classical allowed regions. Formulas in the classical forbidden region can be
obtained by analytic  continuation but to avoid problems with signs and for didactic reasons at  the end of the problem we give also expressions
adapted to computations in the forbidden regions.

As shown in the text by substitution of (1) in the Schrödinger equation

-
Ñ2

2 m
 Ψ

¢¢@xD + V@xD Ψ@xD = E Ψ@xD
one obtains

(10.2)
1

2 m
 Σ

¢@xD2 - ä
Ñ

m
Σ

¢¢@xD + V@xD = E .

With

(10.3)p@xD2 = 2 m HE - V@xDL,
the classical momentum, at fixed energy, 

(10.4)Σ
¢@xD2 - ä Σ

¢¢@xD = p@xD2.
One recognize that at leading order in Ñ, Σ[x] is the classical action

Σ0@xD = ±à x

p@xD âx.

To make an Ñ expansion means to write

(10.5)Σ@xD = â
k=0

¥ Ñ

ä

n

 Σk = Σ0 +
Ñ

ä
 Σ1 - Ñ

2
 Σ2 + ...

Inserting this expansion in (4) one obtain at lowest order

(10.6)Σ0
¢@xD2 = p@xD2

This equation has two roots, let us take for definiteness the positive root. Imposing that coefficients of Ñncancel in (4) one has 

(10.7)â
k=0

n

Σk
¢

Σn-k
¢

+ Σn-1
¢¢

= 0

This recursion relation is easily solved order by order as Σn
¢  appears only in two terms in the sum, the first  and the last.

(10.8)Σ1
¢ @xD = -

1

2 Σ0
¢

 Σ0
¢¢; Σn

¢ @xD = -
1

2 Σ0
¢

 â
k=1

n-1

Σk
¢

Σn-k
¢

+ Σn-1
¢¢ n ³ 2

 Explicitly:

(10.9)

Σ1
¢ @xD = -

1

2 Σ0
¢

 Σ0
¢¢

Þ Σ1 = -
1

2
 Log@p@xDD;

Σ2
¢ @xD = -

1

2 Σ0
¢

 JΣ1
¢ @xD2 + Σ1

¢¢@xDN Þ
1

4
 
p¢¢@xD
p@xD2 -

3

8
 
p¢@xD2
p@xD3
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(10.9)

= -
1

2 p@xD1�2  
d2

dx
2

 p@xD-1�2;

Σ3
¢ @xD = -

1

2 Σ0
¢

 H2 Σ1
¢ @xD Σ2

¢ @xD + Σ2
¢¢@xDL Þ Σ3

¢ @xD = -
1

2
 
d

dx
 
Σ2

¢ @xD
p@xD ....

With p[x] real all these quantities are real, this means that only even orders appears as phase factors in the expansion of (1).

Near  a  classical inversion point  p2[x]  = (a-x)  R[x],  where for  simplicity  we assume that  R[a] 0,  i.e.  a is  a single zero.  This imply that Σ¢[x],  the

square root of p2, has  a cut starting from x=a. These kind of cuts propagate in higher order approximations. For xÎR Ψ[x] must be a single valued

function (i.e. must be a function) this means that we are approximating a single value function with a non single valued sequence of functions. 

Let us suppose that p2[x] has two zeros, x1  and x2, than a cut is present between these two values. Approaching the cut from above or from below

must give the same value. The phase factor can be defined by usual analytic continuation along an arbitrary path.

x1

x2

Analitic continuation for the phase factor

x1

x2

C

The request  of  monodromy for  Ψ  imply that the difference between the values on both side of the cut must be a multiple of 2Π.  By deforming the
contour if necessary this imply

(10.10)
1

Ñ
 ̈ âΣ =

1

Ñ
 ̈ Σ

¢@xD âx = 2 Π n .

We stress that this an exact constraint. 

The location of the turning points, and the value of the integral, depend on the energy, than (10) is a quantization condition for energy. If the series in
Ñ converges to exact solution than eigenvalues must satisfy this relation.

At first order (10) reduces to Bohr Sommerfeld condition

1

Ñ
 ̈ Σ0

¢ @xD âx =
1

Ñ
 ̈ p0@xD âx =

2

Ñ
 à
x1

x2

p@xD âx = 2 Π n .

Next order is a bit special. For a parametrization

p@xD = Hx - x1L Hx2 - xL R@xD
we have from (9)

Σ1
¢ @zD = -

1

2
 
d

dz
 Log@pD = -

1

4
 

1

z - x1
+

1

z - x2
+

R¢@zD
R@zD

Last  term is  regular,  then it  does not  contribute to the contour  integral.  The first  two terms have poles,  not  branching point  singularities,  and their
contribution, using Cauchy theorem is

¨ Σ1
¢ @xD âx = -

1

4
 H2 H2 Π äLL = - ä Π

Then we have, up to the first order

1

Ñ
 ̈ Σ

¢@xD âx =
1

Ñ
 ̈ Σ0

¢ @xD âx +
1

Ñ

Ñ

ä
 ̈ Σ1

¢ @xD âx =
1

Ñ
 ̈ Σ0

¢ @xD âx - Π
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and the quantization condition becomes

(10.11)
1

Ñ
 ̈ Σ0

¢ @xD âx = 2 n +
1

2
 Π

i.e. the WKB quantization condition.

Σ1is special as its derivative has poles instead of cuts, all other terms do not have these type of singularities.

It is expected that, apart Σ1, all other odd terms in the expansion do not contribute to the phase and so do not participate to the quantization condition.

This is indeed true as they are all total derivative and their integral on a closed loop gives zero. This is most easily seen by separating modulus and
phase in (1)

Ψ@xD = A ExpBä
S

Ñ
F; A, S Î R

Odd terms in the expansion of Σ contribute to A, even terms to S. Substituting in the Schrödinger equation and separating real and imaginary parts

1

2 m
 JA@xD S¢@xD2 - Ñ

2
 A¢¢@xDN + V@xD = E;

S¢¢@xD A@xD + 2 S¢@xD A¢@xD = 0 Þ
A¢@xD
A@xD = -

1

2
 
d

dx
 Log@S¢@xDD.

A¢/A is the derivative of the odd part of Σ. Log@S¢Donce expanded in power series of Ñ has a logarithmic branch cut, the one giving rise to Σ1while

other terms come from the Taylor expansion of the logarithm, and are usual functions, with at most brunch cuts between x1and x2. Now the analytic

continuation means exactly that the derivative along a closed circuit is zero, as the continuation is defined by an integral along a path, then all this
terms do not contribute to the quantization condition.

All subsequent even terms produce a correction to quantization condition. Let us consider for example the first correction, due to Σ2.At second order

we must impose

1

Ñ
 ̈ Σ0

¢ @xD +
Ñ

ä

2

 Σ2
¢ @xD =

1

Ñ
 ̈ Hp@xD - Σ2

¢ @xDL = 2 Π n +
1

2

The  integral  involving  Σ2can  in  principle  be  computed  on  complex  domain,  but  it  is  often  convenient  to  reduce  it  to  a  manageable  form  on  real

numbers. In the following manipulations it is convenient to write

p@xD2 = Q@xD
in order to easily identify square roots. Then

p¢@xD =
1

2

Q¢@xD
Q@xD1�2 ; p¢¢@xD =

1

2

1

Q@xD1�2  Q¢¢@xD -
1

2
 
Q¢@xD2
Q@xD

From eq.(9)

Σ2
¢ @xD =

1

4
 
p¢¢@xD
p@xD2 -

3

8
 
p¢@xD2
p@xD3 =

1

8
 
Q¢¢@xD
Q@xD3�2 -

5

32
 
Q¢@xD2
Q@xD5�2

We can extract a total derivative using

d

dx
 
Q¢@xD
Q@xD3�2 =

Q¢¢@xD
Q@xD3�2 -

3

2
 
Q¢@xD2
Q@xD5�2

and write

Σ2
¢ @xD =

1

48
 
Q¢¢@xD
Q@xD3�2 +

5

48
 
d

dx
 
Q¢@xD
Q@xD3�2

Last term do not contribute to the contour integral. First term can be transformed in a manageable way by noticing that

Q@xD-3�2
= H2 m HE - V@xDLL-3�2

= -
1

m
 

¶

¶E
 Q@xD-1�2; Q¢¢@xD = -2 m V¢¢@xD.

¨ Σ2
¢ @xD âx =

1

24
 

¶

¶E
 ̈ âz 

V¢¢@zD
H2 m HE - V@xDLL1�2

and the quantization condition finally becomes
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¨ p@zD âz -
Ñ2

24
 

¶

¶E
 ̈ âz 

V¢¢@zD
H2 m HE - V@xDLL1�2 = 2 Π Ñ n +

1

2

In terms of action integral (between the two turning points):

(10.12)J + ∆J = n +
1

2

where

J =
1

Π
 à
x1

x2

p@xD âx ; ∆J = -
Ñ2

24 Π
 

¶

¶E
 à
x1

x2 V¢¢@zD
H2 m HE - V@xDLL1�2 .

This formula will be widely used in the numerical notebooks.

à The classical forbidden region

It is convenient to define

(10.13)q@xD = 2 m HV@xD - EL
and write the semiclassical expansion in the form of a Riccati equation

(10.14)Ψ = ExpB1
Ñ

 à x

f@xD â xF; f = f0 + Ñ f1 + Ñ f2 + ...

By substitution in the Schrödinger equation one obtains

f2 + Ñ f¢
= q2@xD

At the lowest order we have the two solutions

(10.15)f0 = ± q@xD
Take for example the plus sign. The next equation is

2 f0 f1 + f0
¢

= 0 Þ f1 = -
1

2
 
d

dx
 Log@ q@xD¤D Þ ExpBÑ à x

f1F =
1

 q@xD¤
Let us stress explicitly that this term do not depend on the sign of q[x] chosen in the solution f0, i.e. it is equal for both solutions.

For second order

(10.16)2 f0 f2 + f1
2

+ f1
¢

= 0 Þ f2 = -
1

2 f0
 If12 + f1

¢ M =
1

4
 
q¢¢@xD
q@xD2 -

3

8
 
q¢@xD2
q@xD3

and so on.

Problem 11

Compute the energy splitting between the two lowest-lying states in a double well,   in the limit g ® 0. 

æ Solution

à Statement of the problem

A potential with a double degenerate minimum, like 
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has  a  double  degenerate  ground  state  if  tunneling  is  neglected.  We  know  that  in  one  dimension  the  ground  state  is  unique  and,  for  a  reflection
invariant potential, we expect an even ground state and an odd first excited state. Tunneling provide the mechanism to realize this picture as the first
two states are the even and odd superposition of È +\ and È -\ , the semiclassical states confined in the two wells.  To compute the energy splitting we
have  to  solve  Schrödinger  equation  taking  account  for  tunneling.  This  can  be  done  in  several  ways,  which  will  be  reviewed  below.  In  the  text  a
semiclassical approach has been used, in problem [9]  has been presented a variational - like approximation. In both cases the result was

(11.1)DE = Ξ
2 Ñ

T
ExpB-

1

Ñ
 à

-a

+a p@xD¤ âxF º Ξ 
2 Ñ

T
K = Ξ 

Ñ Ω

Π
 K

x = ± a are the classical turning points indicated in the graph, K is the penetration barrier factor, T is the classical period of motion inside a well, Ω =
2Π/T the corresponding frequency. We have explicitly written a prefactor Ξ ~ 1 to stress the fact that this formula is only "exponentially correct", i.e.
the prefactor is ambiguous as it depends on the precise form of the WKB wave function in the classical forbidden region. 

In this problem we want to compute exactly the splitting (1) in the particular case of an anharmonic oscillator (we use natural units)

(11.2)V@xD = -
1

2
 x2 + g

1

2
 x4

The potential has two degenerate minima at

(11.3)x = ± v; v = 1 � 2 g ; V@vD = -1�8 g.

We will often add the constant 1/8g to the potential and write

(11.4)V@xD =
1

2
 g Ix2 - v2M2 =

1

2
 g Hx - vL2 Hx + vL2.

ã Small g and Ñ ® 0

Consider a generic potential which can be written in the form

(11.5)V@xD ®
1

g
 VB g xF

This is clearly the case for an anharmonic oscillator :

-
1

2
 x2 + g

1

2
 x4 =

1

2 g
 I- g x2 + g2 x4M.

Consider now the Schrödinger equation

(11.6)-
Ñ2

2 m

d2

dx
2

 Ψ +
1

g
 VB g xF Ψ = E Ψ

With the change of variables, which do not affect the spectrum,

(11.7)x = Ñ
1�2

 m-1�4 z
it becomes

(11.8)-
1

2

d2

dz
2

 Ψ +
1

Λ
 VB Λ xF Ψ =

m

Ñ
E Ψ º Ε Ψ; with Λ = g Ñ m-1�2

This means
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This means

(11.9)E@Ñ, m, gD =
Ñ

m
 EA1, 1, g Ñ m-1�2E

i.e.  the  only  real  expansion  parameter  is   Ñ  g,  the  classical  limit  Ñ®0  is  closely  related  to  the  perturbative  limit  g  ®  0.  This  is  well  known,  for
example, in the usual anharmonic oscillator, where 

Epert = Ñ n +
1

2
+

3

8
g I1 + 2 n + 2 n2M Ñ

2
-

1

32
g2 I21 + 59 n + 51 n2 + 34 n3M Ñ

3
+ ...

which has indeed the form (9). This observation will be crucial to understand how to compute the prefactor Ξ in eq.(1) in the weak coupling limit.

à Connection formulas 

The use of connection formulas is probably the simplest way to obtain the result (1) and is the method presented in the text. Let us briefly review it to
point out the critical points. One start from the asymptotic behavior at large x, x p b, and apply repeatedly the usual connection formulas

CosB S¤ +
Π

4
F « ã

+ S¤; SinB S¤ +
Π

4
F «

1

2
ã

- S¤

to reach the middle point x = 0.

S is the classical action in units of Ñ. Using the symbol w[a,x] for this quantity with specified extrema (the notation used in the text) we have in all

details (we omit the prefactor 1/ p  as it is inessential in the following ):

(11.10)

ã
- w@b,xD

® 2 SinBw@x, bD +
Π

4
F = 2 SinBw@a, bD - w@a, xD +

Π

4
F =

2 SinBw@a, bD CosBw@a, xD -
Π

4
F - CosBw@a, bD SinBw@a, xD -

Π

4
F =

2 SinBw@a, bD CosBw@a, xD -
Π

4
F + CosBw@a, bD CosBw@a, xD +

Π

4
F ®

SinAw@a, bD ã
- w@x,aD

+ 2 CosAw@a, bD ã
w@x,aD

=

SinAw@a, bD ã
- w@0,aD+w@0,xD

+ 2 CosAw@a, bD ã
+ w@0,aD-w@0,xD

For even/odd states the combination of the exponential must reduce to Cosh[w[0,x]] or Sinh[w[0,x]] then we have for the ground state and the excited
state respectively

(11.11)
Cos@w@a, bDD
Sin@w@a, bD =

1

2
 ã

- 2 w@0,aD
º

1

2
 K;

Cos@w@a, bDD
Sin@w@a, bD = -

1

2
 ã

- 2 w@0,aD
º -

1

2
 K;

The splitting will amount to a small non perturbative (in Ñ) correction to quantization formulas. At leading order K = 0 and, for the ground state in the
well w[a,b] = Π/2. In general w[a,b] = Π/2 - Μ and we have, at first order in Μ from (11):

Cos@w@a, bDD
Sin@w@a, bD > Sin@ΜD > Μ =

1

2
 K.

The second possibility giving  Μ = - K/2. The quantization condition becomes, in the first case:

(11.12)w@a, bD =
1

Ñ
 à
a

b

2 m HE - VL  âx =
Π

2
-

1

2
 K

and expanding with E = E0+ ∆E ( E0is the unperturbed ground state) the first order correction is

1

2
H2 m ∆EL 

1

Ñ
 à
a

b 1

2 m HE0 - VL
 âx = ∆E

T

2 Ñ
= -

1

2
 K Þ ∆E1 = -

Ñ

T
 K = -

ÑΩ

2 Π
 K

Similarly for the odd combination

∆E2 = +
ÑΩ

2 Π
 K

and we have 

(11.13)D E = E2 - E1 =
ÑΩ

Π
 K

which is the result (1) with Ξ = 1.  What is missing in this derivation which produce the Ξ factor?

1. We see that the only thing we need to write the corrected version of quantization rules is the behavior around x=0, the coefficients in the 
combination of the exponentials must match a Cosh[w] or a Sinh[w]. In usual WKB only the dominant term in the connection formulas is 
reliable, the subdominant one is largely instable: in (10) the subdominant term has been used. The form of this term, an exponential, is fixed by 
the asymptotic behavior, but the coefficient is not fixed.
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1.

We see that the only thing we need to write the corrected version of quantization rules is the behavior around x=0, the coefficients in the 
combination of the exponentials must match a Cosh[w] or a Sinh[w]. In usual WKB only the dominant term in the connection formulas is 
reliable, the subdominant one is largely instable: in (10) the subdominant term has been used. The form of this term, an exponential, is fixed by 
the asymptotic behavior, but the coefficient is not fixed.

2. A more subtle and dangerous error can comes from the quantization formula itself. We know that this kind of procedure is accurate when n®¥, 
n in the principal quantum number, how we can safely apply this formula to the computation of the ground state energy? As far as formula (12) 
is concerned this is not a real problem: every perturbative correction in Ñ cancels in the difference between the two energy. More precisely, as it 
has been stressed in problem [9], the WKB expansion is always true as Ñ®0, so the leading term in this limit is always correct. The problem can 
arises  because in the asymptotic behavior, near x=0, the value of energy enters (via the determination of the exponents) and this can produce 
troubles. In other words the problem is always in the accuracy of the asymptotic form of Ψ: how we can be sure that even for the fundamental 
state the form we have used is correct?

à Asymptotic formulas

The answer to all these problem is to build a uniform  expansion in Ñ,  valid up to the middle point x=0. In this way all subleading factors are under
control  and  Ξ  can  be  computed.  The  key  point  from  the  mathematical  point  of  view  is  again  the  classical  theorem of  Liouville  quoted  in  the  file
[WKBresults.nb]

Let

(11.14)y²@xD + IΛ
2 P@xD + Q@x, ΛDM y@xD = 0

a linear second order differential equation depending on some parameter Λ.  If Q is uniformly bounded al Λ ® ¥ then the asymptotic solutions (in Λ)
of equation (14) are given by the solutions of the simpler equation

(11.15)y²@xD + Λ
2 P@xD y@xD = 0

We can use this theorem in two different, even if almost equivalent, ways.

ã Uniform approximation

In  file  [WKBresults.nb]  it  has  been  briefly  discussed  the  technique  of  uniform approximation  for  a  problem with  two  turning  points.  The  original
Schrödinger equation in Ψ[x] and a new Schrödinger equation in u[z]

(11.16)aL Ψ
²@xD + k2@xD Ψ@xD = 0; bM u²@zD + q2@zD u@zD = 0;

are equivalent, i.e. they give raise to the same solutions, with 

(11.17)Ψ@xD = u@zD � Hz'@xDL1�2

if z and x are related by

(11.18)Hz¢@xDL2 q2@zD = k2@xD -
1

2
 8z; x<

where {z; x} denotes the Schwarzian derivative

(11.19)8z; x< =
z¢¢¢

z¢
-

3

2
 
z²

z¢

2

As q and k contain, implicitly, a factor 1/Ñ, we see that if the Schwarzian derivative is uniformly bounded, it plays the role of Q in eq.(16) and can be
neglected. For two points boundary problems

(11.20)q2@zD = t - z2

 and the mapping x ® z is given by

(11.21)z@xD - t = à
a

x

k@xD dx;
Π

2
 t = à

- t

t

q@zD dz = à
x1

x2

k@xD dx

The general solutions of eq.(16) are parabolic cylinder functions. There is only one function which is normalizable for the whole z-range and, as it is
well known from the theory of harmonic oscillator it is

(11.22)u@zD = Hn@zD ExpA-z2 �2E
In fact, t in (20) plays the role of 2E in the usual oscillator and it must be t = 2 EHO= 2n+1. This n is the one which appears in (22).

We will use this kind of uniform approximation to derive the energy splitting below, in a couple of different ways.

ã Perturbative expansion

For potentials of the form 1/g V[ g x] the Schrödinger equation takes the form

(11.23)-
1

2

d2

dx
2

 Ψ +
1

g
 VB g xF Ψ = E Ψ

and we see immediately that the asymptotic regime is connected with the limit g®0, with g x fixed. We note that in this limit the energy E plays
the role of a subleading term, this, in this language, explain why the splitting do not depend on the details of E[g], at least at leading order, but only on
the form of the potential. 
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and we see immediately that the asymptotic regime is connected with the limit g®0, with g x fixed. We note that in this limit the energy E plays
the role of a subleading term, this, in this language, explain why the splitting do not depend on the details of E[g], at least at leading order, but only on
the form of the potential. 

We will use this technique, introduced for anharmonic oscillator in the works of Brezin, Parisi, Zinn-Justin etc., see ref.[2 , 3], to study in a systematic
way the anharmonic oscillator.

à Connection formulas and uniform expansion

From asymptotic form of the parabolic cylinder functions, it is possible to derive a general connection formula connecting the left hand side and the
right and side of a well, see text and file  [WKBresults.nb]. In the notation of eq.(10) (here we consider left well):

(11.24)

Exp@- w@x, -bDD
 p@xD¤ x®-¥

Ψ = 21�4
 2 

ã

t

t�4
 

1

z'
 D t-1

2

B- 2 zF
x®+¥

2

Π

1�2
 

ã

J

J

 GBJ +
1

2
F Cos@Π JD 

Exp@+ w@-a, xDD
 p@xD¤ + Sin@Π JD 

Exp@- w@-a, xDD
 p@xD¤ =

2

Π

1�2
 

ã

J

J

 GBJ +
1

2
F Cos@Π JD 

Exp@+ w@-a, 0D + w@0, xDD
 p@xD¤ + Sin@Π JD 

Exp@- w@-a, 0D - w@0, xDD
 p@xD¤

J is the usual action integral. We stress that at the leading order it must be J = n+1/2, this kill the exponential growing therm in Cos[Π J] in previous
formula.

Let us now make the same considerations as in the case of usual WKB. The wave function must be even/odd for ground state/excited state so we must
have  Cosh[w[0,x]  and  Sinh[w[0,x]].  We  consider  ground  state  for  definiteness,  excited  state  differ  just  by  a  sign  in  the  formulas.  We  have  the
constraint 

(11.25)
2

Π

1�2
 

ã

J

J

 GBJ +
1

2
F 
Cos@Π JD
Sin@Π JD = Exp@-2 w@-a, 0DD = K

With J = (n+1/2) - Μ

(11.26)
Cos@Π JD
Sin@Π JD > Π Μ;

So at first order in the prefactor we can use J=n+1/2 and we have

(11.27)
2

Π

1�2
 

ã

n + 1�2
n+1�2

 n! Π Μ = K

ã Ground state

For n = 0, the ground state

(11.28)
2 ã

Π

 Π Μ = K; Μ =
Π

ã
 
1

2
 K

which  differ from (11) by a factor Π � ã , than we have:

(11.29)D E = E2 - E1 =
Π

ã

ÑΩ

Π
 K

ã Excited states

For enough deep wells we can have doubling also for excited states. For large n we can use Stirling formula

n! ~ nn ã
-n

 2 Π n

to deduce for large n

2

Π

1�2
 

ã

n + 1�2
n+1�2

 n! ®
2

Π

1�2
 ã
n

1

n
n-n

 nn ã
-n

 2 Π n = 2

and we recover the usual WKB result (11):  Μ = K/2 and 

(11.30)D E = E2 - E1 =
ÑΩ

Π
 K

As expected usual WKB is always accurate for n large.

In the general case
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(11.31)D En = En
odd

- En
even

= 2
Π

2

1�2
 

Hn + 1�2L
ã

n+
1

2

 
1

n!

ÑΩ

Π
 K

The prefactor in (31) is always close to one, its range is from Π �e ~1.07 for the ground state to 1 for n®¥.

ã The anharmonic oscillator

The potential is 

(11.32)V@xD = -
1

2
 x2 + g

1

2
 x4

and, as has been shown at the beginning of the problem:

(11.33)V@xD =
1

2
 g Hx - vL2 Hx + vL2 +

1

8 g
; v =

1

2 g

With x = v + Ξ we see that a well has and effective potential, at lowest order

V@ΞD ~
1

2
 g Ξ

2
 4 v2 +

1

8 g
=

1

2
 2 Ξ

2
+

1

8 g
.

This correspond to harmonic oscillations with frequency  

(11.34)Ω = 2 ; T =
2 Π

Ω
= 2  Π

For the anharmonic oscillator it has been shown in problem [9] that

J =
g

Π
 Ùab Ix2 - a2M Ib2 - x2M  âx =

g

Π
 
b

3
 JIa2 + b2M EllipticEB b2-a2

b2
F - 2 a2 EllipticKB b2-a2

b2
FN;

(11.35)T =
2

g
 à
a

b 1

Ix2 - a2M Ib2 - x2M
 âx =

2

g
 
1

b
 EllipticKBb2 - a2

b2
F;

(11.36)

K = Exp@-2 DD; D = g  à
0

a I a2 - x^2M Ib2 - x2M  âx =

g
b

3
 Ia2 + b2M EllipticEBa2

b2
F - Ib2 - a2M EllipticKBa2

b2
F

where the turning points a and b are:

(11.37)a2 =

1 - 1 + 8 E g

2 g
; b2 =

1 + 1 + 8 E g

2 g
.

To make a Taylor expansion in g we have to remember that in these formulas the zero of V[x] has not been settled, then we have E = -1/8g + Ε. With
this substitution a straightforward expansion gives

D =
1

3 2 g

-
Ε

2 2

- 2 2 Ε Log@2D +
Ε Log@gD
2 2

+

Ε LogB4 2 Ε F
2

;

T = 2 Π +
3 g Π Ε

2

J =
Ε

2

+
3 g Ε2

4 2

+
35 g2 Ε3

16 2

The leading order in T is in agreement with (34), and as such could be predicted without any computation. At leading order in WKB the quantization
condition J = n+1/2 correctly gives

Ε = 2 n +
1

2

as appropriate for an oscillator with Ω = 2 . These values are correct up to order g then once inserted in the expression of D we obtain D with the
same precision. We note that the leading term in D do not depend on Ε and this has already be anticipated. Inserting these values in D and computing
K = Exp[-2 D] we get
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K = 2
7

4
+
7 n

2 ã

1

2
-

2

3 g
+n Hg + 2 g nL-

1

2
-n

= 2
7

4
+
7 n

2
- n -

1

2  
1

gn+
1

2

 
ã

n +
1

2

Jn+
1

2
N
 ã

-
2

3 g

and, with Ω = 2  from (31)

(11.38)DE =
2

9

4
+
5 n

2

Π n!

 
1

gn+
1

2

 ã
-

2

3 g

This result is valid only for very small g, in the general case the result (31) is more reliable.

In particular for the ground state

(11.39)DE =
2

9

4

Π

 
1

g
 ã

-
2

3 g

For example of the accuracy of the approach we report here the result of a numerical computation for g = 0.005. For this coupling exist at least 20
"doublets". The first column are numerical energies splitting,  the second contains expression (31) and the last the naive WKB, i.e. expression (31)
without the prefactor

∆E ∆EWKBCorrected ∆EWKB

1 4.25583´10-40 4.07352´10-40 3.96446´10-40

2 4.61765´10-37 4.57579´10-37 4.50083´10-37

3 2.42515´10-34 2.41769´10-34 2.38921´10-34

4 8.20819´10-32 8.20042´10-32 8.12505´10-32

5 2.01096´10-29 2.01114´10-29 1.99599´10-29

6 3.79724´10-27 3.79992´10-27 3.77567´10-27

7 5.74526´10-25 5.75176´10-25 5.71993´10-25

8 7.14823´10-23 7.15871´10-23 7.12373´10-23

9 7.44728´10-21 7.46037´10-21 7.42774´10-21

10 6.58109´10-19 6.5945´10-19 6.5684´10-19

11 4.97797´10-17 4.98954´10-17 4.9715´10-17

12 3.24292´10-15 3.25147´10-15 3.24066´10-15

13 1.8262´10-13 1.83167´10-13 1.82603´10-13

14 8.90186´10-12 8.93245´10-12 8.90682´10-12

15 3.75231´10-10 3.76727´10-10 3.75716´10-10

16 1.36259´10-8 1.36903´10-8 1.36558´10-8

17 4.23138´10-7 4.25583´10-7 4.24571´10-7

18 0.0000110941 0.0000111765 0.0000111514

19 0.00024015 0.000242665 0.000242147

20 0.00410608 0.00418105 0.00417256

ã A warning on the notations

In the literature, eg. in the articles of Zinn-Justin, the Schrödinger equation for this problem is usually written in the simpler form

(11.40)-
1

2

d2

dz
2

 Ψ +
1

2
 z2 1 - Λ  z

2

Ψ = EZ Ψ

To see the connection with our formulas we have to shift x, with x = Ξ - v, then our Schrödinger equation  becomes
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EΨ = -
1

2

d2

dΞ
2

 Ψ +
1

2
 Ξ

2
 g 

2

2 g

- Ξ

2

Ψ = -
1

2

d2

dΞ
2

 Ψ +
1

2
 Ξ

2
 2 - g  Ξ

2

Ψ =

-
1

2

d2

dΞ
2

 Ψ + Ξ
2
 1 -

g

2
 Ξ

2

Ψ

With the change of variables Ξ = z 2-1�4 we obtain

E

2
 Ψ = -

1

2

d2

dz
2

 Ψ +
1

2
z2 1 -

g

2
 2-1�4 z

2

 Ψ

which has the form (40) with

(11.41)Ez =
E

2
; g = 2 2 Λ

Inserting in (39) we have

DEZ =
2

Π

 
1

Λ

 ã
-

1

6 Λ

which is the form usually found in literature.

à The perturbative asymptotic expansion

Let us consider the shifted form of the potential, we write always x instead of Ξ:

(11.42)V =
g

2
 x2 Hx + 2 vL2 =

g

2
 x2 x +

2

g

2

=
1

2
 x2 2 + x g

2

.

This is exactly of the general form (6) and the asymptotic small g expansion can be performed by usual WKB methods. We have to remember that

formally x g  is held fixed, in this way g plays the role of Ñ2in 

(11.43)-
1

2

d2

dx
2

 Ψ +
1

g
 VBx g F = E Ψ .

A crucial point is that E do not contain g, so in the leading order can be neglected, and the expansion is similar to a zero energy WKB expansion. It is
convenient to write as in usual WKB

(11.44)Ψ = ExpB-à x

f@x, gDF.
This transformation transforms the linear second order Schrödinger equation in a nonlinear first order equation, known as Riccati equation:

(11.45)f¢
- f2 + 2

V

g
= 2 E .

At the leading order

(11.46)f0 =
1

g
 2 V ,

as expected from the interpretation g ~ Ñ2. Higher orders will be computed as power series in g, just like usual WKB. From now on we will use the

explicit form of V and write

(11.47)f0 = x 2 + x g .

Let us note that for x g  fixed f0is of order 1/ g . At the next order f1will be of order g  and we have

(11.48)f0
¢

- 2 f0 f1 = 2 + 2 x g - 2 x 2 + x g  f1 = 2 E .

E will have an expansion
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(11.49)E =
Ω

2
+ â

k=1

¥

Ek gk; Ω = 2 .

We remember that in our notation Ω = 2 . Then

(11.50)f1 =
g

2 + x g

.

It is not difficult to write a recursion relation for the fk, but for the moment we limit ourselves to lowest order. In this approximation

(11.51)Ψ ~ ExpB-à x

x 2 + x g +
g

2 + x g

F =
C

2 + x g

 ExpB-
x2

2
 2 -

x3

3
 g F;

C is an inessential constant which can be taken 1. 

Let us now remember the general result obtained in problem [8]: if jc is the semiclassical wave function relative to one of the well then

(11.52)DE = 2 
Ñ2

m
jc@x0D jc

¢ @x0D � à
x0

¥

jc
2
 âx ,

x0 is the symmetric point of the potential, in our shifted coordinates x0= - v = - 1/ 2 g . Substituting the expression (51) for j we have

Ψ@-vD Ψ'@-vD =

ã
-

2

3 g J 2 - 4 gN
2 g

>
1

g
 ã

-
2

3 g .

For the normalization integral we have to remember that we are performing an expansion in g and write

à
-1

2 g

¥ 1

2 + x g

2

 ExpB-2 
x2

2
 2 - 2

x3

3
 g F ~ à

-¥

+¥ 1

2
 ExpB- x2 2 F âx =

Π

25�4 .

Substituting in (52), in natural units:

(11.53)DE =
29�4

Π

 
1

g
 ã

-
2

3 g ,

which is the previous result (39).

ã Higher orders

The procedure can be iterated in a straightforward way. We refer to the literature [3] for the whole perturbative series, here we quote just the first few
orders:

(11.54)
DE =

1

Π

 29�4
 
ã

-
2

3 g

g
 1 -

71 g

24 2

-
6299 g2

2304

à Uniform wave functions

ã Perturbative based expansion

This method is just another way to put previous results. We give an account of this method as it is probably the simplest one and give an insight into
some deeper aspects of this problem.

To get rid of complicated numerical factors which would spoil the simplicity of the method let us shift the variables with the origin at the left well:

-1

2
 Ψ

¢¢
+ x2 1 +

g

2
 x

2

 Ψ = E Ψ

then make the rescaling

(11.55)x = Α Ξ = 2-1�4
 Ξ; Ε = 2 Α

2
 E = 2  E ; Λ =

g

2 2

In this notations the Schrödinger equation take the simpler form

(11.56)-Ψ
¢¢

+ Ξ
2
 1 - Λ  Ξ

2

 Ψ = Ε Ψ

The  symmetric  point  of  the  potential  (the  local  maximum) is  at  Ξ0  =  1/(2 Λ ),  the  inversion  points  for  the  left  well  are,  at  lowest  order  in  Λ,  at

x1 =± Ε . At lowest order in Λ, the value for the parameter Ε (the double of the "energy" for this oscillator) is 2n+1, for the n-th state.
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The  symmetric  point  of  the  potential  (the  local  maximum) is  at  Ξ0  =  1/(2 Λ ),  the  inversion  points  for  the  left  well  are,  at  lowest  order  in  Λ,  at

x1 =± Ε . At lowest order in Λ, the value for the parameter Ε (the double of the "energy" for this oscillator) is 2n+1, for the n-th state.

In the forbidden region the equation (56) will have a WKB solution of the form

(11.57)Ψ =
C1

k@ΞD
 ExpB-à

x1

Ξ

k@xDF +
C2

k@ΞD
 ExpBà

x1

Ξ

k@xDF; k@xD ~ x2 - Ε

The quasi degenerate states come in doublets of odd/even states. For even/odd states we must have respectively:

even : Ψ
¢@Ξ0D = 0; odd : Ψ@Ξ0D = 0

As k¢µ V¢ which vanishes at the symmetric point, the previous conditions amount to

(11.58)C1 ExpB-à
x1

Ξ0

k@xDF ¡ C2 ExpBà
x1

Ξ0

k@xDF = 0 Þ
C2

C1
= ExpB-2 à

x1

Ξ0

k@xDF º ± K

This condition will be a quantization condition for energy and will give us also the non perturbative correction to energy levels. The only problem is
to  find  an  accurate  solution  of  the  Schrödinger  equation  inside  the  well  which  can  be  matched  with  the  asymptotic  WKB  solution  (57)  in  the

intermediate region   x1` Ξ ` 1/ Λ .

At lowest order in Λ

-Ψ
¢¢

+ Ξ
2
 Ψ = Ε Ψ

The solution of this equation which vanish for Ξ ® - ¥ (outside the potential) is, apart a multiplicative constant:

(11.59)Ψ = D Ε-1

2

 - 2  Ξ

This solution is bounded also for Ξ®+¥ for Ε = 2n+1, and this would give the usual energy levels. In general at large positive Ξ

(11.60)
-ä 2-

1

4
+

¶

4 ã
ä Π ¶

2
-

Ξ2

2

1

Ξ
Ξ

¶�2
+

2
1

4
-

¶

4 ã
Ξ2

2 Π
1

Ξ
Ξ-¶�2

GammaA 1-¶

2
E

For large Ξ the classical action is easily found to be:

à
Ε

Ξ

k@xD âx >
Ξ2

2
+
1

4
-Ε - 2 Ε Log@2D + 2 Ε LogB1

Ξ
F + Ε Log@ΕD ; and k@ΞD ~ Ξ

1�2

then

ΨWKB ~ C1 
1

Ξ

 ã
-

Ξ2

2  ã
Ε

4  2
Ε

2  Ε
-

Ε

4  Ξ
Ε

2 + C2 
1

Ξ

 ã
+

Ξ2

2  ã
-

Ε

4  2-
Ε

2  Ε
Ε

4  Ξ
-

Ε

2

Comparing with (60)

C1 = 2-
1

4 ã
ä Π H¶-1L

2  2-
Ε

4  ã
+

Ε

4  Ε
+

Ε

4 ; C2 = 2
1

4  ã
+

Ε

4  2+
Ε

4  Ε
-

Ε

4  
Π

GA 1-Ε

2
E

and the quantization condition becomes:

(11.61)
Π

GA 1-Ε

2
E  2

Ε+1

2  ã
+

Ε

2  Ε
-

Ε

2  ã
-

ä Π H¶-1L
2 = ± K

This equation can be solved by iteration. At lowest order K = 0 and G must have a pole, i.e. 1-Ε = - 2 n Þ Ε = 2n+1, the usual quantization condition.
To compute the first correction let us write Ε = 2n+1 + ∆. Using the relation

1

G@-xD = -
Sin@Π xD

Π
 G@1 + xD Þ

1

GA-In +
∆

2
ME ~ -

1

Π
 SinBn Π + Π 

∆

2
F GBn + 1 +

∆

2
F ~ H-1Ln+1

 n!
∆

2

we can write (the imaginary exponential gives  a factor H-1Ln )
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(11.62)- Π 2n+1
 ã

Jn+
1

2
N
 H2 n + 1L-Jn +

1

2
N
n! 

∆

2
= ± K Þ ∆ = ¡

2

Π

 2-
1

2  ã
-Jn+

1

2
N
 n +

1

2

n+
1

2

 
1

n!
 K

In this system with our units DΕ = 2∆ =  2 DE then DE = 2  ∆ and

(11.63)DE =
2

Π

 ã
-Jn+

1

2
N
 n +

1

2

n+
1

2

 
1

n!
 K

This formula coincides with (31), we remember that the classical frequency in this system is Ω = 2 .

We stress some points.

1. The sign in (62) is correct as it assign a lower energy to the even state.

2. If one iterates the procedure one obtains ∆ as a power series in K, i.e. a whole series of subleading corrections in the penetration factor. This 
effect is not trivial to obtain with other methods. This approach has been used by E.B. Bogomolny in ref[4] to estimate the "multi instanton" 
effects in this model.

3. The approach can be generalized to compute higher order WKB corrections.

The last  point  is  especially interesting in a basic course in Quantum Mechanics as it  give an example of another way to compute eigenvalues,  and
taking into account  exponentially small effects, as we have seen. We give an idea of the method and leave to the interested reader the task of filling
the details.

First one has to write the subleading WKB term, this is not a problem apart the fact that the initial point in the integral for action cannot be taken x1as

the  WKB  is  not  uniform at  turning  points  and  divergencies  arise  in  the  integrals.  This  can  be  avoided  by  using  another  starting  point,  b  >  x1.  A

possibility is to perform a Λ expansion and write the whole action as

à
x1

Ξ

k0@xD âx + Λ à
b

Ξ

k1@xD âx + Λ à
b

Ξ

k2@xD âx

k0  is the zero order momentum, the other term represent higher order in the expansion of the square root in Λ and higher order in WKB, Σ2 at this

order. If F is a primitive of one integral, the result is F[x] - F[b], F[b] is just a redefinition of the constants C, and F[x] can be used for the matching. 

To do the matching we have now to use a wave function correct to order Λ. This can be done with a method borrowed from uniform approximation
technique. We know that a model 

u¢¢@zD + It - z2M u@zD = 0;

is equivalent to the original model,

Ψ
¢¢

+ Ε - Ξ
2
 1 - Λ  Ξ

2

 Ψ = 0; Ψ@ΞD = u@zD � Hz'@ΞDL1�2

if 

Hz¢@ΞDL2 It - z2M = Ε - Ξ
2
 1 - Λ  Ξ

2

-
1

2
 8z; Ξ<;

{z; Ξ} being the Schwarz derivative

8z; Ξ< =
z¢¢¢

z¢
-

3

2
 
z²

z¢

2

At leading order (Λ = 0), clearly t = Ε and z = Ξ.  It easily found a polynomial solution at order Λ:

z = Ξ - Λ  
Ξ2

3
+
2 Ε

3
+ Λ -

Ξ3

18
-
19 Ξ Ε

36
; t = Ε +

1

2
I1 + 3 Ε

2M Λ

The value of t is interesting: you can compute with usual perturbation theory Ε up to order Λ, with the result

Ε = H2 n + 1L - 2 I1 + 3 n + 3 n2M Λ

Substituting in the previous relation one find t = 2 n + 1. Vice versa we know that the parameter t must be 2n+1 to assure overall integrable parabolic
cylinder functions, then this method provide a computation of the perturbative correction to energy! .

The  rest  of  the  calculation follow the  same way as  zero  order:  we have to  write  the  asymptotic  expansion  in  z of  the solution,  always a parabolic
cylinder  function,  then express z as a function of x and keep terms up to order Λ.  Finally we can compute the coefficients C1,2  with the matching

conditions and insert them in the quantization condition (58).

ã WKB expansion

The procedure described up to now is  based on perturbation theory but  it  can be easily generalized to a full  fledged WKB analysis.  This will  also
dispense us from asymptotic matching conditions and make contact with connection formulas described above.

The uniform approximation technique for Ψ[x] tell us that the two equations
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The uniform approximation technique for Ψ[x] tell us that the two equations

(11.64)u¢¢@zD + It - z2M u@zD = 0; Ψ
¢¢@xD + k2@xD Ψ@xD = 0;

have equivalent solutions 

(11.65)Ψ@xD =
u@z@xDD
z'@xD

as far as

Hz¢@xDL2 It - z2M = k2@xD -
1

2
 8z; x<; 8z; x< º

z¢¢¢

z¢
-

3

2
 
z²

z¢

2

The Schwarz derivative is suppressed to order Ñ and can be neglected in a zeroth order WKB analysis, this is equivalent to zeroth order perturbation
theory in the previous analysis.

In this approximation, see notebook [NB-11.9.nb], in the classical allowed region

(11.66)à
- t

z

q@zD = à
- t

z

t - z2  âz = à
x1

x

k@xD âx; t = 2 J =
2

Π
à
x1

x2

k@xD âx.

x1  and x2are the classical turning points in the well, which correspond to z = ¡ t . Let us suppose that we are working in the left well of a double

well symmetric potential. Let x0the symmetric point (the local maximum for the anharmonic oscillator) and z0the corresponding value for z. In the

classically forbidden region eq.(66) reads

(11.67)à
t

z

z2 - t  âz = à
x2

x

k@xD âx º Σ;

Using, with Ζ = z2/2, 

à
t

z

z2 - t =
1

2
z z2 - t + t LogB t

z + z2 - t

F = Ζ 1 -
t

2
 
1

Ζ
-

t

4
 LogB2 Ζ

t
F -

t

2
 LogB1 + 1 -

t

2 Ζ
F

By iteration it is easily found the asymptotic behavior for large Σ

(11.68)Ζ = Σ +
1

4
 t - t LogB t

8 Σ
F + O HLog@ΣD � ΣL

The solution of the equation for u[z], finite at z®-¥

u@zD = D t-1

2

B- 2  zF
This is accurate up to order Ñ up to z = z0, the corresponding solution for Ψ[x] is given by (65). We can prolong the solution in a even/odd way in the

region  x > x0  and  this  will  be  a  solution  of  the  Schrödinger  equation  provided  that  even/odd  prolongations  have  respectively  zero  derivative  at

x = x0and are continuous. z[x] is constructed by reflection in the right half space. At x = x0 from eq.(65) 

z¢@x0D ~
k@x0D
z

; z¢@x0D z¢¢@x0D ~

Ik2M¢

z0
4

-
k2

z0
5

~
V¢@x0D
z0
4

-
k2

z0
5

at the symmetric point V¢@x0D=0, then z¢¢@x0D ~ k�z4which goes rapidly to zero, so the prefactor with z¢term in Ψ  will not play any role in the

following, we can directly work with u[z].

For large z we can use the asymptotic expansion for parabolic cylinder functions (60), now t plays the role of Ε and the variable is z:

(11.69)
-ä 2-

1

4
+
t

4 ã
ä Π t

2
-
z2

2

1

z
zt�2

+

2
1

4
-
t

4 ã
z2

2 Π
1

z
z-t�2

GammaA 1-t

2
E

To have a consistent WKB solution this expression must vanish at z = z0for odd states or its first derivative must be zero for even states. The leading

term in the derivative come from the exponential, then, as in the previous perturbative case the constraint for even/odd states is

2
1

4
-
t

4 ã
z2

2 Π z-t�2

GammaA 1-t

2
E = ± 2-

1

4
+
t

4 ã
ä Π 

t-1

2
-
z2

2 zt�2; for z = z0

With t = 2 J and using
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With t = 2 J and using

1

GA 1-t

2
E =

1

GA 1

2
- JE =

1

GA1 - I 1

2
+ JME =

1

Π
 SinBΠ J +

1

2
F GBJ +

1

2
F =

Cos@Π JD
Π

 GBJ +
1

2
F;

ã
ä Π 

t-1

2 = CosBΠ J -
1

2
F + ä SinBΠ J -

1

2
F = Sin@ΠJD - ä Cos@Π JD;

we have

(11.70)
Cos@Π JD

Π
 GBJ +

1

2
F Π = ± 2J-

1

2 HSin@ΠJD - äCos@Π JDL ã
- z0

2
z0
2 J

This equation has imaginary terms, this means that J, and by consequence the energy, have imaginary contributions. For J = n+1/2, the leading order,
and the only result at zeroth order WKB, the imaginary term cancels, and for now we omit this term, and we look for real solutions for J:

Cos@Π JD
Π

 GBJ +
1

2
F Π = ± 2J-

1

2 Sin@ΠJD ã
- z0

2
z0
2 J

Substituting for z0its asymptotic value in term of the action, eq.(68) ( Σ is the action from x2to x0):

z2 = 2 Ζ = 2 Σ +
1

2
 2 J - 2 J LogB2 J

8 Σ
F = 2 Σ + J 1 + LogB4 Σ

J
F

we obtain at the leading order

Cos@Π JD
Π

 GBJ +
1

2
F Π = ± 2J-

1

2 Sin@ΠJD ã
- 2 Σ -J

 
J

4 Σ

J H2 ΣLJ =

± 2-
1

2 Sin@ΠJD ã
- 2 Σ

 
J

ã

J

i.e.

(11.71)
2

Π

1�2
 

ã

J

J

 GBJ +
1

2
F 
Cos@Π JD
Sin@Π JD = ± ã

- 2 Σ
º ± K

which is exactly, as expected, the formula (25) obtained with connection formulas. J is a function of energy and we know from classical mechanics

dE

dJ
= Ω Þ J > n +

1

2
+

dJ

dE
 ∆E = n +

1

2
+

∆E

Ω

Expanding (71) for small ∆E we recover the general formula (31)

(11.72)Π 
∆E

Ω
= ¡

Π

2

1�2
 

n +
1

2

ã

n+
1

2

 
1

n!
 K; DE = 2 ∆E

à Connection with the path integral approach

The derivation of energy splitting through path integral and its connection with usual  Schrödinger equation is very clearly exposed in the paper of
Coleman [1]. Here we show how our result can be translated in that language. 

In the instanton approach the path integral is evaluated by a saddle point technique around classical "euclidean" solutions of the equation of motion.
The result is expressed in the form

(11.73)DE = 2 
Ω

Π

 C Exp@- 2 S0D
where

Ω is the parameter in V ~ 1�2 Ω2 x2 around a classical minimum

S0 is the classical action, at zero energy, between the classical minimum and the symmetric point x0

C is a constant which can be determined by computing fluctuations around classical solutions or by the asymptotic form of the integral

(11.74)à
xb

x0 âx

2 V@xD
= -

1

Ω
 LogBC Ω xbF + O HxbL

The logarithmic singularity at xb= 0 (a classical minimum of V) is due to the form of the potential 1�2 Ω2 x2. The factors Ω have been introduced

for convenience inside the logarithm, as due to integration outside. The dependence on Ω is the same as that of an oscillator, as will be evident below.
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The logarithmic singularity at xb= 0 (a classical minimum of V) is due to the form of the potential 1�2 Ω2 x2. The factors Ω have been introduced

for convenience inside the logarithm, as due to integration outside. The dependence on Ω is the same as that of an oscillator, as will be evident below.

The assumption behind the computation is a strict Ñ®0 limit. In this limit the quantized energy E, computed inside a single well, usually goes to 0
then it is reasonable to consider as leading term the action at zero energy. The first correction in Ñ will include the actual energy. We will consider the
ground state of the system, and its partner in the doublet created by tunneling.

We note that this limit is equivalent to weak coupling limit in all potentials of the form V[g x], as discussed above. We assume to be in this frame -
work, and this is also the approximation used in the paper of Coleman quoted above. In this approximation the energy of the ground state, without
tunneling effects, is

E =
Ñ Ω

2

All we have to do to show the equivalence is to show that the first order expansion in E of our general expression (31) 

D E = En
odd

- En
even

= 2
Π

2

1�2
 

1

2 ã

1

2 Ω

Π
 K =

Π

ã
 
Ω

Π
Exp@-2 S@EDD;

S@ED = à
x1

x0

2 V@xD - 2 E º Σ@x1, x0; ED,
reproduces (73). x0is the symmetric point of the potential and x1the classical inversion point.

The expansion in E is a bit delicate as S[E] is not analytic as E®0, due to divergence of its first derivative. Let us choose a fixed small value to break
the integral, this factor will disappear at the end of the calculation. We can write

Σ@x1, x0; ED = Σ@x1, xb; ED + Σ@xb, x0; ED
The second integral can be easily expanded in E. At the first order and using the definition of the constant C in (73)

Σ@xb, x0; ED = Σ@xb, x0; 0D - E à
xb

x0 âx

2 V@xD
> Σ@xb, x0; 0D +

E

Ω
 LogB1

C
 Ω xbF

For the first integral we can use the form of the potential at small x. The inversion classical point is x1= 2 E /Ω and

Σ@x1, xb; ED = à
x1

xb

Ω
2
 x2 - 2 E  âx =

2 E

Ω
 à
1

xb Ω� 2 E

z2 - 1  âz =

=
2 E

Ω
 
1

2
Α -1 + Α

2
- LogBΑ + -1 + Α

2 F ; Α =
xb Ω

2 E

The large Α expansion of the integral can be done by iteration, or by using Mathematica with the result, always at first order in E:

Α2

2
+
1

4
-1 - 2 Log@2D + 2 LogB1

Α
F

and for Σ

Σ@x1, xb; ED = Ω
2
 

xb
2

2
-

E

Ω
 Log@xbD +

2 E

Ω
 
1

4
 -1 - 2 Log@2D + LogB2 

E

Ω2
F

The first term is just the zero energy action from x1to xb. Summing with previous contribution the logarithmic divergence in xb cancels and using the

explicit value for E, Ω/2, we have

Σ@xb, x0; ED = Σ@xb, x0; 0D +
1

2
 LogB1

C
 Ω
1�2 F +

1

4
 -1 - 2 Log@2D + LogB1

Ω
F .

Then

K = Exp@-2 ΣD = Exp@-2 S0D C 2 ã

and

DE =
Π

ã
 
Ω

Π
Exp@-2 S@EDD = 2 C Exp@-2 S0D Ω

Π

which is the instanton result (73).
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Problem 12

Compute in the limit g ® 0 the imaginary part Im[E] for a potential 

V@xD =
1

2
 x2 -

1

2
 g x4 ; g > 0.

æ Solution

à Statement of the problem

The potential has the form

(12.1)V@xD =
1

2
 x2 -

1

2
 g x4 ; g > 0.

-4 -2 2 4
x

-1.5

-1.0

-0.5

0.5

1.0

1.5

2.0
V@xD

ba

The classical inversion points a and b are given by

(12.2)
a =

1 - 1 - 8 E g

2 g
; b =

1 + 1 - 8 E g

2 g
.

For  small  enough coupling  the  system can  have  metastable  states,  which  decay by  tunnel  effect  through the  barrier.  At  the  semiclassical  level  the
width is given by

(12.3)G = Ξ
2

T
ExpB-

2

Ñ
S@a, bDF

where  T  is  the  classical  period  of  motion  inside  the  well,  S  is  the  classical  action  and  Ξ  is  a  factor  of  order  unit.  Let  us  note  the  factor  2,  which
classically is  due to the frequency of hits against the barriers:  2/T as in one period the particle hits two barriers.  In this notebook we will  compute
exactly the prefactor Ξ.

The width G is related to the imaginary part of the eigenvalues with

(12.4)E = ER - ä
G

2
; G = - 2 Im@ED;

and we will compute G in this form.

This problem has one important aspect. Starting from a positive coupled oscillator
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(12.5)V@xD =
1

2
 x2 +

1

2
 Λ x4 ;

we have seen in the study of large orders in perturbation theory, that the leading behavior of perturbation coefficients is fixed by the imaginary part of
the eigenvalues of (5) at negative Λ, what we have to compute in this problem (some details will be given at the end of the problem).

In the text it has been shown that in the semiclassical approximation a general formula for Im[E] can be written. Let us briefly report the argument to
stress some particular points which will be important in the following.

The Schrödinger equation is:

(12.6)-
Ñ2

2 m
 Ψ

¢¢@xD + V@xD Ψ@xD = E Ψ@xD
We  assume  that  the  potential  is  symmetric.  Depending  on  the  study  of  symmetric  or  antisymmetric  states  the  equation  (6)  is  equipped  with  the
boundary conditions

(12.7)even : Ψ
¢@0D = 0; odd : Ψ@0D = 0.

If  it  is  possible to impose the condition ΨÎ  L2  we know that eigenvalues are real.  For large x the potential, in our case goes like - x4then at large

distances  we  have  always  an  oscillatory  regime  (the  region  is  a  classical  allowed  region)  and  the  solution  cannot  be  normalized.  There  is  the
possibility of looking for metastable states, using the Gamow - Siegert approach, i.e. we look for states which behave as divergent waves as   x¤ grows,
this automatically imply imaginary eigenvalues, as diverging waves are complex and for E real the solutions of (6) are real.

Multiplying  (6) by Ψ*and subtracting from it its complex conjugate one have

(12.8)2 ä Im@ED  Ψ¤2 = -
Ñ2

2 m
 HΨ

*
 Ψ

¢¢
- Ψ Ψ

¢¢*L = -
Ñ2

2 m

d

dx
 HΨ

*
Ψ

¢
- Ψ Ψ

¢*L
We can integrate from 0 to x and use boundary conditions (7). In both cases we obtain

(12.9)2 Im@ED à
0

x  Ψ¤2 âx = -
1

ä

Ñ2

2 m
HΨ

*
Ψ

¢
- Ψ Ψ

¢*L
With  Ψ =   Ψ¤ Exp[ä Θ] we have

(12.10)2 Im@ED à
0

x  Ψ¤2 âx = -
Ñ2

2 m
2
dΘ

dx

This is an important point : if the phase grows as x gets large then Im[E] is negative, otherwise it will be positive. In the Gamow Siegert approach
metastable states are identified with diverging waves, then Θ¢> 0 and Im[E] < 0. The other possibility will be explored at the end of the problem.

In a problem like (1) we can choose b ` x and approximate Ψ with WKB. 

One write 

(12.11)E = E1 + ä E2; Ψ = Ψ1 + ä Ψ2 ; Ψ1, Ψ2 Î R

Neglecting tunneling E2= 0, Ψ2= 0. In usual case the continuation of Ψ in the forbidden region give rise to

C

2  p¤  Exp@- Σ Ha, xLD; Σ =  S¤ � Ñ,  p@xD¤ = 2 m HV@xD - EL
The presence of an imaginary part produce an exponential growing term, which we rewrite in the form

Ψ ~
C

2  p¤  Exp@-Σ@a, bD + Σ@r, bDD + ä
D

 p¤  Exp@- Σ@r, bDD
For r > b the usual connections formula will give

(12.12)Ψ ~
1

 p¤  -
C

2
 ã

-Σ@a,bD
 SinBw@b, rD -

Π

4
F + ä D 2 CosBw@b, rD -

Π

4
F

The crucial choice is

We look at diverging waves, then we require a solution Exp[ä w[b,r] ]. This imply  4D = C Exp[-Σ[a,b]] and 

(12.13)Ψ ~ ä
C

2  p¤  Exp@-Σ@a, bDD ExpBä w@b, rD -
Π

4
F

Substituting in (9) and using w¢= p/Ñ one has
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(12.14)2 Im@ED à
0

b Ψ¤2 âx = -
1

ä

Ñ2

2 m
 ã

-2 Σ@a,bD
 C2 2 ä w¢

= -
Ñ

4 m
 C2 ã

-2 Σ@a,bD

We look at converging waves, then we require a solution Exp[-ä w[b,r] ]. This imply  4D = -C Exp[-Σ[a,b]] and with the same manipulations we
have

(12.15)2 Im@ED = -
1

ä

Ñ2

2 m
 ã

-2 Σ@a,bD
 C2 2 H-ä w¢L = +

Ñ

4 m
 C2 ã

-2 Σ@a,bD

We see that the sign of Im[E] depends on boundary conditions at infinity.

à The anharmonic oscillator

To fix the constant C we have to connect WKB approximation with an accurate solution for small x. This is easily done at weak coupling. For small g

(12.16)a > 2 E  H1 + E gL; b =
1

g
 H1 - E gL.

Then the second inversion point tends to infinity.

We make the matching in the intermediate region a ` x ` b. Using

2 H-E + VL = g Ib2 - x2M Ix2 - a2M
and the small g limiting forms for a and b, we can write, in this region:

Σ@a, xD =
g

Ñ
 à
a

x Ix2 - a2M Ib2 - x2M  âx =
g

Ñ
 a3�2

 à
1

x�a Iz2 - 1M 
b2

a2
- z2  âz ~

g

Ñ
 a3�2 1

2 E g

 à
1

x� 2 E Iz2 - 1M  âz = 2 
E

Ñ
 
1

2
 z z2 - 1 - LogBz + z2 - 1 F

1

x� 2 E

~

E

Ñ
 z2 -

1

2
- Log@2 zD

z=x� 2 E

=
E

Ñ
 

x2

2 E
-
1

2
- LogB 2 x

2 E

F

For the momentum, in the same region (a ` x ` b )

p@xD ~ g  Ix2 - a2M Ib2 - x2M ~ x

and finally

Ψ@xD ~
C

2
 
1

x

1�2
ExpB-

x2

2 Ñ
+

E

2 Ñ
F 

2 x

2 E

E�Ñ

At lowest order in g, E/Ñ = n + 1/2 and we have, for the n-th state

(12.17)Ψn@xD ~
C

2

 H2 EL-1�4
 

2 x

2 E

n

 ExpB-
x2

2 Ñ
F ã

n

2
+
1

4; Ψ0 =
C

2

 ExpB-
x2

2 Ñ
F ã

1

4 .

For x ~ 0 and small g the normalized wave function is given by (we have a harmonic oscillator with Ω = 1)

(12.18)Ψn@xD = Π
-1�4 1

2n n!

 ExpA-x2 �2 ÑE Hn@xD; Ψ0@xD = Π
-1�4

 ExpA-x2 �2 ÑE

For the ground state we obtain, by matching (18) and (17)

C2 =
2

ã Π

.

We can insert this expression in (14). In the left hand side the integral is relevant only in the allowed region, and it is equal to half the normalization,
as it starts from 0, then (we put Ñ = 1, m = 1)

Im@ED = -
1

4
 

2

ã Π

 ã
-2 Σ@a,bD

= -
Π

e

1

2 Π
 ã

-2 Σ@a,bD.

In our units Ω = 1, then T = 2 Π and in general previous formula can be written
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Im@ED = -
Π

e

Ñ

T
 ã

-2 Σ@a,bD

To compute Σ[a, b] the simplest thing is to write its exact expression in terms of elliptic integrals (for a proof see notebook [NB-11.3] )

Σ@a, bD = à
a

b p@xD¤ âx = g  
1

3
b Ia2 + b2M EllipticEB1 -

a2

b2
F - 2 a2 EllipticKB1 -

a2

b2
F

The small g expansion is (for the ground state)

Σ ~
1

3 g
-
1

4
- Log@2D +

1

4
Log@gD

and substituting in Im[E]

(12.19)Im@ED = -
Π

e

1

2 Π
ã

-
2

3 g  ã 4
1

g
= -

2

Π

 
1

g
 ã

-
2

3 g

and for G

(12.20)G =
4

Π

 
1

g
 ã

-
2

3 g

For large n, using the definition of Hermite polynomials

Hn@xD = H-1Ln ex2  dn
dx

n
 ã

-x2
Þ 2n xn

and the reader can easily show, using Stirling approximation, that

Cn
2

®
2

Π
; Im@ED ®

1

2 Π
 Exp@-2 ΣD ®

Ñ

T
 Exp@-2 ΣD Þ G ®

2 Ñ

T
 Exp@-2 ΣD

i.e. the usual WKB approximation.

à Analytic continuation

Let us now discuss briefly the problem of analytic continuation in g of a usual harmonic oscillator:

(12.21)V@xD =
1

2
 x2 +

1

2
 g x4 ;

At large positive x the bounded solution has a behavior (from WKB or just by taking only leading terms in the equation)

Ψ@xD ~ ExpB- à x

2 g x4 F ~ ExpB-
x3

3
 2 g F

With the analytic continuation g ® Exp[ä Π]   g¤ the wave function transforms in

Ψ ~ ExpB-ä 
x3

3
 2  g¤ F

This is a convergent wave, and as discussed above this boundary condition gives a positive imaginary part for E, i.e. in the analytic continuation of
the normalizable problem:

(12.22)Im@ED = +
2

Π

 
1

g
 ã

-
2

3 g.

Problem 13

Compute exactly the reflection and the transmission coefficients for a potential V[x] = - F |x|.

æ Solution

à Scattering below the barrier

Positive and negative energies correspond respectively to scattering above and below the barrier. Let us consider first the second case, E <0 , and put
E = - Ε. The Schrödinger equation is
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(13.1)
d2

dx
2

 Ψ +
2 m

Ñ2
 H F  x¤ - ΕL Ψ = 0

with classical turning points

x = ± a = ±
Ε

F

It is convenient to introduce the parameter

(13.2)Λ =
2 m F

Ñ2

1�3

and rewrite eq.(1) in the form

(13.3)

1

Λ2
 
d2

dx
2

 Ψ - Λ H - x + aL Ψ = 0; x > 0

1

Λ2
 
d2

dx
2

 Ψ - Λ H x + aL Ψ = 0; x < 0

The wave number (or the momentum) is given by

(13.4) k¤2 =
 p¤2

Ñ2
= Λ

3
  x ¡ a¤

In the classical allowed regions the behavior of Ψ follows by semiclassical WKB approximation

(13.5)Ψ@xD ~
1

p@xD  ExpB± ä à x

p@xD dx F ~
1

 x ¡ a¤1�4  ExpB± ä
2

3
 Λ
3�2

  x ¡ a¤3�2F
Right movers waves correspond to a growing phase, i.e. to a positive sign in the exponent (5) for positive x. Let us note that if we put r =   x¤ then in
both asymptotic regime the argument is written   r - a¤ .

We want to describe an incident wave scattered by the potential, this give rise to a transmitted wave and a reflected wave, then the solution we are
looking for has the asymptotic behavior

(13.6)

A
ExpA- ä

2

3
 Λ3�2  x + a¤3�2E

 x - a¤1�4 + B
ExpA+ ä

2

3
 Λ3�2  x + a¤3�2E

 x - a¤1�4 as x ® -¥

C
ExpA ä

2

3
 Λ3�2  x - a¤3�2E

 x - a¤1�4 as x ® + ¥

Let us stress that in eq.(6) the incoming  wave in the region x < 0 is the one with negative  exponent, i.e. the one proportional to A. The phase grows
form large negative values as x ` -a to 0 when x = - a. In the usual case the progressive wave is written Exp[ä k x] but for x < 0 the phase is negative,
as in the present case.

The transmission and reflection coefficients are

(13.7)T =
 C¤2
 A¤2 ; R =

 B¤2
 A¤2 ;

and must satisfy the unitarity constraint

T + R = 1.

In the domains x < 0 and x > 0 the solutions are simply Airy functions. Airy functions satisfy

u²@zD - z u = 0

then the general solution of (3) is

(13.8)
aL b1 Ai@-Λ Hx - aLD + b2 Bi@-Λ Hx - aLD ; x > 0
bL c1 Ai@Λ Hx + aLD + c2 Bi@Λ Hx + aLD ; x < 0

Let us recall the asymptotic behavior of Airy functions, the reader can easily check it with Mathematica. With r =   x¤ for large r:
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(13.9)

Ai@rD >
ã

-
2 r3�2

3

2 Π r1�4 ; Ai@-rD >

SinB Π

4
+

2 r3�2
3

F
Π r1�4 ;

Bi@rD >
ã

2 r3�2
3

Π r1�4 ; Bi@-rD >

CosB Π

4
+

2 r3�2
3

F
Π r1�4 .

It is then convenient to introduce the combinations

E±@xD = Bi@xD ± ä Ai@xD
From (9) it follows

E±@-rD =
1

Π r1�4  ExpB± ä
Π

4
+
2 r3�2
3

F as r ® ¥ .

The solution satisfying boundary conditions is then of the form

(13.10)
E+@-Λ Hx - aLD ; x > 0;
A E-@Λ Hx + aLD + B E+@Λ Hx + aLD; x < 0

The notation is the same as in eq.(6) with C = 1, the reader has to remember the observation after eq.(6) to check the correspondence.

The coefficients A and B are fixed by continuity of Ψ and its derivative at the origin, x= 0.

(13.11)A E-@Λ aD + B E+@Λ aD = E+@Λ aD; A E¢
-@Λ aD + B E¢

+@Λ aD = - E¢
+@Λ aD;

The solution can be written using Cramer's rule. The determinant of the coefficients is what is usually called the Wronskian for two functions

W@f, gD = f g' - f' g

and we have

(13.12)det = W@E-, E+D = - 2 ä W@Ai, BiD
The  Wronskian  for  the  two  solution  of  a  linear  differential  equation  is  a  constant,  as  can  be  easily  checked,  then  can  be  easily  computed or  from
asymptotic expansion or from Taylor expansion around origin. For example as x® 0

(13.13)Ai@xD ~ c1 - c2 x; Bi@xD ~ 3  Hc1 + c2 xL; c1 =
1

32�3 GA 2

3
E; c2 =

1

31�3 GA 1

3
E

from which it follows W[Ai, Bi]  = 1/Π and

det = - 2 ä
1

Π

The solutions of (11) are then:

(13.14)A = ä Π HE+ E
¢
+LΛa ; B = - ä

Π

2
 HE- E

¢
+ + E+ E¢

-LΛa

By using (12) it is easy to check unitarity (we have C = 1 in eq.(6) ):

 B¤2 -  A¤2 =
Π2

4
 W2 = - 1 Þ

1

 A¤2 +
 B¤2
 A¤2 = 1.

From (14) we have (all functions are computed with argument Λ a):

(13.15) A¤2 = Π
2
 IAi2 + Bi

2M I HAi'L2 + HBi'L2M;  B¤2 = Π
2
 IAi Ai¢

+ Bi Bi
¢M2 .

ã Asymptotic form for Λa p 1

From asymptotic expansions (9) we can give an asymptotic estimate, for large Λa, for these factors

Ai
2

~
1

Λa

 
ã

-
4 HΛaL3�2

3

4 Π
; HAi'L2 ~ Λa  

ã
-
4 HΛaL3�2

3

4 Π
;
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Bi
2

~
1

Λa

 
ã

+
4 HΛaL3�2

3

Π
; HBi'L2 ~ Λa  

ã
+
4 HΛaL3�2

3

Π
;

with

(13.16)K = ExpB-
8 HΛaL3�2

3
F

we have

(13.17) A¤2 =
K

4
+

1

K

2

=
1

K
+

1

2
+

K2

16
I1 + O I HΛaL-3�2 M

The notation means that each term is the leading term of an asymptotic expansion which starts with a HΛaL-3�2 correction. Clearly only the first term
is dominant for K ` 1.

K is the transmission factor for the barrier, indeed:

ExpB - 2

Ñ
 à

-a

a

dx  p@xD¤ = ExpB- 4 Λ
3�2

 à
0

a

dx  x - a¤F = ExpB-
8 HΛaL3�2

3
F = K

The leading order of the transmission coefficient is in agreement with usual lowest order WKB result:

(13.18)T =
1

 A¤2 =
1

1

K
+

1

2
+

K2

16

> K

ã Asymptotic form for Λa ` 1

This regime correspond to scattering for energies just below the barrier' s top. For small values of the argument we can use the expansion (13) to get:

(13.19) A¤2 ~ Π
2
 I4 c12M I4 c22M =

4

3
;  B¤2 ~ Π

2
 H2 c1 c2L2 =

1

3
.

In particular we see that the reflection coefficient is different from 0,  R = 1/4 .

à Lowest order WKB

Let us see which result is obtained by a blind application of lowest order connection formulas of WKB, which are, we remember:

CosB S¤ + Μ -
Π

4
F «

1

2
 Cos@ΜD ã

- S¤
+ Sin@ΜD ã

+ S¤

or 

CosB S¤ +
Π

4
F « ã

+ S¤; SinB S¤ +
Π

4
F «

1

2
ã

- S¤

Starting with a progressive wave in the region x p a and going through the two turning points:

CosBS@a, xD +
Π

4
F + ä SinBS@a, xD +

Π

4
F ® ã

S@x,aD
+

ä

2
 ã

-S@x,aD
=

Exp@S@-a, aD - S@-a, xDD +
ä

2
 Exp@-S@-a, aD + S@-a, xDD ®

1

K
2 SinBS@x, -aD +

Π

4
F +

ä

2
 K CosBS@x, -aD +

Π

4
F

With  Φ = S@x, -aD +
Π

4
 we have the result

ä ã
-ä Φ

1

K
+

K

4
- ä ã

ä Φ
 

1

K
-

K

4

Exp[ä Φ] is the progressive way so we have

 A¤2 =
1

K
-

K

4

2

=
1

K
+

K

16
-

1

2
;  B¤2 =

1

K
+

K

4

2

=
1

K
+

K

16
+

1

2
;

This result is correct only at the leading order, as we can also check from the break of unitarity:
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This result is correct only at the leading order, as we can also check from the break of unitarity:

1

 A¤2 +
 B¤2
 A¤2 ¹ 1

This  is  a  general  feature  of  WKB at  lowest  order  :  only  lowest  order  terms,  which  come from dominant  asymptotic  terms,  turn  out  to  be  correct,
subleading terms are affected by subdominant terms and are out of control in this approximation. We stress that the leading non exponential term in
(17) is correct instead.

à Scattering above the barrier

Almost nothing must be changed in the above solution, simply a ® - a.  Now a = E/F. What changes is the asymptotic behaviors. For small energies
Λa ® 0 and we have again R = 1/4, T = 3/4. For higher energies one has to use (9) but now for negative values of the argument, i.e. in the oscillator
regime. We have to take next to leading terms in the expansion of Ai and Bi, with r = Λ a

Ai ~ -

5 CosB Π

4
+

2 r3�2
3

F
48 Π r7�4 +

SinB Π

4
+

2 r3�2
3

F
Π r1�4 ; Ai

¢
~

7 CosB Π

4
-

2 r3�2
3

F
48 Π r5�4 -

r1�4 SinB Π

4
-

2 r3�2
3

F
Π

;

Bi ~

CosB Π

4
+

2 r3�2
3

F
Π r1�4 +

5 SinB Π

4
+

2 r3�2
3

F
48 Π r7�4 ; Bi

¢
~

r1�4 CosB Π

4
-

2 r3�2
3

F
Π

+

7 SinB Π

4
-

2 r3�2
3

F
48 Π r5�4 .

These formulas allow a computation of  B¤2,  which vanish at leading order. For  A¤2  we need the next order in the expansion. For simplicity we

will write only reflection coefficient, and extract T from unitarity. The reader can check that this is actually true using for example Mathematica  to
compute the expansions to next order:

R ~
1

16 HΛ aL3 =
F2 Ñ2

32 m Ε3
=

m2 Ñ2

4 p3
 F2; T = 1 - R

where p is the momentum of the particle.

We note that in the classical limit, Ñ ® 0, R ® 0, as expected. This coefficient cannot be computed by standard WKB transition formulas as there are
not turning points. 

Problem 14

Compute exactly the reflection and the transmission coefficients for a potential V[x] = - 1
2

 Β x2.

æ Solution

à The boundary conditions

We want to describe the scattering process for a particle coming from x = - ¥ impinging on a parabolic barrier. We first consider the case of energies

below the barrier's top.  With V = - 1/2 Β x2 this means energies E ²  0. With E = - Ε the  Schrödinger equation is

(14.1)
d2

dx
2

 Ψ +
2 m

Ñ2
 

1

2
 Β x2 - Ε  Ψ = 0 .

To simplify some formal manipulations below we make the change of variables

(14.2)x = Λ z; Λ =
m Β

Ñ2

-1�4
 
1

2

; Α =
Ε

Ñ
 

m

Β
.

The equation (1) takes the form

(14.3)
d2

dz
2

 Ψ +
1

4
z2 - Α  Ψ = 0 .

The effective wave number is

q2@zD =
1

4
z2 - Α

For large distances the WKB solutions have the form

ExpB± ä à z

q@zD dzF ~ ExpB ± ä
z2

4
F

Positive  exponents  for  z  >  0  describe  wave  propagating  to  the  right,  i.e.  scattered waves  in  our  problems.  For  z  <  0  the  phase  grows for  negative

exponent, i.e. the incident wave has the form Exp[- ä z2 �4]. We look therefore to a solution with
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Positive  exponents  for  z  >  0  describe  wave  propagating  to  the  right,  i.e.  scattered waves  in  our  problems.  For  z  <  0  the  phase  grows for  negative

exponent, i.e. the incident wave has the form Exp[- ä z2 �4]. We look therefore to a solution with

(14.4)

Ψ ~ Exp Bä
z2

4
F; as z ® ¥;

Ψ ~ A Exp B-ä
z2

4
F + B Exp Bä

z2

4
F; as z ® - ¥;

We repeat that the incident wave is the one proportional to A in previous formula. Transmission and reflection coefficients are:

(14.5)T =
1

 A¤2 ; R =
 B¤2
 A¤2 ;

and must satisfy the unitarity constraint

T + R = 1.

à The solution

Solutions of equation (3) are a kind of parabolic cylinder function, a particular case of confluent hypergeometric functions. There are several possible
definitions for the independent couple of solutions, in the following we use the notations of the book [1] and take as independent solutions

W@Α, zD ; W@Α, - zD
W[Α,  z]  has  no  definite  parity  transformation  property,  then,  as  eq.(3)  is  parity  invariant,  if  W[Α,z]  is  a  solution,  W[Α,-z]  is  another,  independent
solution. The explicit form of W[Α,z] is not very illuminating

W@Α, zD = 2-3�4
 

G1

G3
 HB -3

4
,

Α

2
,
1

4
 z2F +

2 G3

G1
x HB -1

4
,

Α

2
,
1

4
 z2F ;

with

G1 = AbsBG 
1

4
+ ä

Α

2
F; G3 = AbsBG 

3

4
+ ä

Α

2
F;

H@m, n, xD = Exp@-ä xD Hypergeometric1F1@m + 1 - ä n, 2 m + 2, 2 ä xD;
These functions are real. Here is an example of their behavior for Α = 1 and positive x.

2 4 6 8 10

-4

-2

2

4

6

W@1,xD

2 4 6 8 10

0.2

0.4

0.6

W@1,-xD

What matters in this case is that through these basis functions it is possible to define functions which have a "simple" asymptotic behavior

(14.6)

E@Α, zD =
1

k

 W@Α, zD + ä k W@Α, -zD;

E*@Α, zD =
1

k

 W@Α, zD - ä k W@Α, -zD;
with

k = 1 + ã
2 Π Α

- ã
Π Α; 1�k = 1 + ã

2 Π Α
+ ã

Π Α.

For large and positive z

50   Problems_chap11.nb



(14.7)E@Α, zD =
2

z
 ExpBä

z2

4
- Α Log@zD +

1

2
 Φ +

Π

4
F I1 + O I1�z2MM

with

Φ = ArgBG 
1

2
+ ä Α F

These functions are analytic in the whole complex plane then from (7) we have at once the solution satisfying the right boundary condition:

(14.8)Ψ@zD = E@Α, zD
This example is particularly instructive: the function is analytic so the solution is valid also for  z < 0. In this region its asymptotic expansion must
contain both a progressive and a reflected wave, in particular a part with negative exponent. This part cannot be obtained by the analytic continuation

of the asymptotic form (7), as its leading term is a function of z2, and do not change for z ® - z. The conclusion, which has a general validity, is that

the asymptotic expansion of analytic continuation is not given by the analytic continuation of the asymptotic expansion. This is a particular case of the
so called Stokes phenomenon.

Our problem is to obtain the asymptotic form of E[Α,z] for large negative z, in order to extract A and B coefficients in (4).

This is easily done passing through the basis functions W[Α,z]. By inverting (6)

W@Α, zD =
k

2
 HE@Α, zD + E*@Α, zDL;

W@Α, -zD =
1

2 ä k

 HE@Α, zD - E*@Α, zDL;
From (6), using these relations:

E@Α, -zD =
1

k

 W@Α, -zD + ä k W@Α, zD =

ä

2
 E@Α, zD k -

1

k
+

ä

2
 E*@Α, zD k +

1

k
= - ä ã

Π Α
 E@Α, zD + ä 1 + ã

2 Π Α E*@Α, zD.
From (4) we see that we have to look for a combination

E@Α, - z¤D = A E*@Α,  z¤D + B E@Α,  z¤D
then we have immediately

(14.9)A = ä 1 + ã
2 Π Α ; B = -ä ã

Π Α.

The transmission and reflection coefficients follow

(14.10)T =
1

 A¤2 =
1

1 + ã2 Π Α

; R =
 B¤2
 A¤2 =

ã2 Π Α

1 + ã2 Π Α

.

The unitarity constraint is obviously satisfied. 

For energies much below the threshold, i.e.  Α ®¥

T ~ Exp@-2 Π ΑD; R ~ 1 - Exp@-2 Π ΑD;
à Phases

It can be useful to compute relative phases between incoming and scattered and reflected waves. To this purpose we have first of all to define these
phases. A possibility is to write the asymptotic part of the wave function as

(14.11)

1

p
 HExp@ä S@a, xDD + R Exp@-ä S@a, xDDL; x ® -¥

T 
1

p
Exp@ä S@b, xDD; x ® +¥

S is the classical action in units of Ñ, a and b the two turning points. This formula is normalized with unit incident flux. Clearly

T =  T¤2; R =  R¤2
Our solution, with unit incident flux, reads

(14.12)
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(14.12)

E*@Α,  z¤D +
B

A
E@Α,  z¤D; z ® -¥

1

A
 E@Α,  z¤D; z ® +¥

The phases are readily identified computing classical actions. In our case the two inversion points are z= ± 2 Α and

S@b, zD = à
2 Α

z z2

4
- Α  dz =

z2

4
-

Α

2
- Α Log@2D + Α LogB2 Α

z
F + O H1�zL

S@a, zD = à
-2 Α

- z¤ z2

4
- Α  dz = -

z2

4
-

Α

2
- Α Log@2D + Α LogB2 Α

 z¤ F + O H1�zL = - S@b, xD.
By comparison with  (7) we have

E@Α, zD ®
1

p
ExpBä S@b, zD +

ä

2
Φ - Α LogB Α

ã
F +

Π

2
F =

1

p
ExpBä S@b, zD +

ä

2
jF

E*@Α, zD ®
1

p
ExpB-ä S@b, zD -

ä

2
Φ - Α LogB Α

ã
F +

Π

2
F =

1

p
ExpBä S@a, zD -

ä

2
jF

By eliminating the extra phase j and moving the origin for S[b,x] for reflected wave the solution (12) takes the form

1

p
ExpBä S@a, zD +

B

A
 ã

ä j
1

p
Exp@-ä S@a, zD D; z ® -¥

ãä j

A
 E@Α,  z¤D; z ® +¥

We have then

T =
1

 A¤  ExpBä Φ - Α LogB Α

ã
F +

Π

2
- ä

Π

2
F =

1

 A¤  Exp@-ä ∆D;

R = -
 B¤
 A¤  ExpBä Φ - Α LogB Α

ã
F +

Π

2
F = -ä

 B¤
 A¤  Exp@-ä ∆D;

with

∆ = Α LogB Α

ã
F + ArgBG 

1

2
- ä Α F

To this equation we can give an invariant form, as Π Α is just the integral of p/Ñ below the barrier, let us call Σ this integral

(14.13)∆ =
Σ

Π
 LogB Σ

Π ã
F + ArgBG 

1

2
- ä

Σ

Π
F

This solves completely the problem of phase shifts.

ã Poles

Let us note that T has poles for

Α = n +
1

2
 ä Þ E = - ä Ñ

Β

m
 n +

1

2

The analytic continuation Β ® Exp[ä Π] Β transforms the barrier in a well and the poles become go to the bound states of this harmonic well.

à Lowest order WKB

As stated above it is impossible to derive A and B coefficients by analytic continuation but it is possible to apply the usual formula for transmission
coefficient

T = ExpB - 2

Ñ
 à p@xD dx F

where the integral is performed between turning points. In z variables the turning points are z = ± 2 Α  and
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T ~ ExpB-2 à
-2 Α

2 Α

Α -
z2

4
 dz F = ExpB-4 Α à

-1

+1

1 - y2  dyF = Exp@-2 Π ΑD
Reproducing the previous asymptotic result.

à Reflection above the barrier

The only change in formulas above is Α ® -Α. The transmission and reflection coefficient are then given by

(14.14)T =
1

 A¤2 =
1

1 + ã-2 Π Α

~ 1 - ã
-2 Π Α; R =

 B¤2
 A¤2 =

ã-2 Π Α

1 + ã-2 Π Α

~ ã
-2 Π Α.

In usual units 

R ~ ExpB -
2 Π  E¤

Ñ
 

m

Β
F

which goes rapidly to zero in the classical limit,  Ñ ® 0.

æ References

1) M. Abramowitz, I.A. Stegun, Handbook of Mathematical Functions, Dover Publications Inc. (1965).

Problem 15

 Show that the normalization condition C = 2 m �T for a semiclassical bound state in one dimension  is valid also for low-lying quantum states if
the quantization condition holds.

æ Solution

The following proof is due W.H. Furry [1].

Let  us  choose  the  origin  of  the  coordinates  x=0 as the minimum of the potential  V[x].  Let  (a,b)  the allowed classical  region,  a,  b  are  the classical
inversion points, ad Ψ the normalized semiclassical solution.

Let us consider first the region x>0 and u[E,x] a normalizable solution with an arbitrary energy E (in general this solution is not bounded as x® - ¥)

(15.1)-
Ñ2

2 m
 
d2

dx
2

 u@xD + V@xD u@xD = E u@xD.
The solution is chosen in such a way that for E ® E0, u[E,x] ® Ψ[x], where E0is the bound state energy. Writing the eq.(1) for two energies E1and

E2 and subtracting them after multiplication by u2 and u1 (the two solutions)

-
Ñ2

2 m
 Hu1 u2

¢¢
- u2 u1

¢¢L = -
Ñ2

2 m
 
d

dx
 Hu1 u2

¢
- u2 u1

¢ L = HE2 - E1L u2 u1.

Integration from 0 to ¥ gives

(15.2)
Ñ2

2 m
 Hu1 u2

¢
- u2 u1

¢ Lx=0 = HE2 - E1L à
0

¥

u2 u1 âx.

With E2 = E1 + ∆E the comparison of first order in ∆E gives (we write u1 = u):

(15.3)
Ñ2

2 m
 u 

¶u¢

¶E
-

¶u

¶E
 u¢

x=0

= à
0

¥

u2 âx.

Analogously, with v[E, x] the solutions in (-¥, 0):

(15.4)-
Ñ2

2 m
 v 

¶v¢

¶E
-

¶v

¶E
 v¢

x=0

= à
-¥

0

v2 âx.

If we sum these equations and take the limit E ® E0the right hand side is just the normalization of Ψ, then it is equal to 1.

Let us compute the left hand side of eqs( 3, 4). 

Let us remember that x=0 is the minimum of V[x], then V¢@0D = 0and for the classical momentum
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p@xD = 2 m HE - V@xDL
we have p¢@0D = 0, then all derivatives of the momentum can be neglected in x=0. With p@0D = p0 we have easily the semiclassical approximation

for u and v:

v@0D =
C

p0

 CosB1
Ñ

 à
a

0

p âx -
Π

4
F; v¢@0D = -

C

Ñ
 p0  SinB1

Ñ
 à
a

0

p âx -
Π

4
F;

u@0D =
C

p0

 CosB1
Ñ

 à
0

b

p âx -
Π

4
F; u¢@0D =

C

Ñ
 p0  SinB1

Ñ
 à
0

b

p âx -
Π

4
F;

The sign in u¢@0D is due to the fact that for u[x] the integral of the phase factor goes from x to b.

In taking the derivative with respect to E the reader can check the ¶ C/¶ E cancel in eqs( 3, 4) and we get

Ñ2

2 m
 v 

¶v¢

¶E
-

¶v

¶E
 v¢

x=0

= -
C2

2 Ñ p0
 
¶p0

¶E
 SinB2

Ñ
 à
a

0

p âxF -
C2

Ñ2
 à
a

0 ¶p

¶E
 âx .

Ñ2

2 m
 u 

¶u¢

¶E
-

¶u

¶E
 u¢

x=0

=
C2

2 Ñ p0
 
¶p0

¶E
 SinB2

Ñ
 à
0

b

p âxF +
C2

Ñ2
 à
0

b ¶p

¶E
 âx .

Using these equalities the sum of the left hand side of eqs( 3, 4) in the limit E ® E0gives

(15.5)2 
m

Ñ2
=

C2

2 Ñ p0
 
¶p0

¶E
 SinB2

Ñ
 à
a

b

p âxF +
C2

Ñ2
 à
a

b ¶p

¶E
 âx .

The first integral in (5) vanish if the quantization condition holds

Φ =
2

Ñ
 à
a

b

p âx = 2 n +
1

2
 Π Þ Sin@ΦD = 0.

Using ¶ p/¶ E = m/p = 1/v we get

2 m = C2 à
a

b 1

v
 âx = C2

T

2
Þ C = 2

m

T
,

where T is the classical period of motion.

æ References

1) W.H. Furry: Phys. Rev. 71, 360, (1947).

Problem 16

a) Study the transformation properties of

I1 = ¨ pi â qi and I2 = â
i

¨ pi â qi

under coordinate transformations and general canonical transformations.

b) Show that in a system with n degrees of freedom there exist at most n functionally independent integrals of motion.

c) Show that in the hypothesis of Liouville theorem for integrable systems there are n tangent vectors tangent to the torus and construct them. Show
that the involution property of the integrals of motion implies the local existence of S such that ÑS = p.

d) Consider a n-1 parameter family of trajectories in an integrable system. Show that envelopes of the family concides with caustics.

æ Solution

à a)

A canonical transformation (q,p) ® (Q,P) can be defined by a generating function F[q,P] with

(16.1)pi =
¶F

¶qi
; Qi =

¶F

¶Pi
;

see ref.[1]. Then we have
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â
i

pi dqi = â
i

¶F

¶qi
 dqi = â

i

¶F

¶qi
 dqi +

¶F

¶Pi
 dPi - â

i

¶F

¶Pi
 dPi º dF - â

i

Qi dPi =

dF - d â
i

Qi Pi + Pi dQi.

As a closed integral of a total differential vanishes we have

(16.2)â
i

¨ pi â qi = â
i

¨ Pi â Qi ;

i.e. I2is invariant under general canonical transformations. The proof clearly does not work for I1as the missing sum prevent the construction of the

differential dF.

A point transformation, i.e. a coordinate's transformation,  is defined by

(16.3)
F@q, PD = â

j

fj@qD Pj

In this case, from (1)

(16.4)Qi = fi@qD; dQi = â
j

¶fi

¶qj
 dqj º â

j

Jij dqj; pi = â
j

¶fj

¶qi
 Pj º IJTM

ij
 Pj

J  is  the  jacobian  matrix  for  coordinate  transformations.  As  for  any  Jacobian  matrix  JT= J-1.   dQ  and  P  transform respectively  as  a  controvariant

vector (a usual vector) and a covariant vector (a gradient). For the differential form I2

â
i

pi dqi = â
i

â
j,s

IJTM
ij

 Pj IJ-1M
is
dQs = â

i

â
j,s

Pj I Jji Jis
-1M dQs = â

j

Pj â Qj.

Then  I2  is  invariant,  as  expected,  while  I1is  not  invariant  as  the  missing  sum on  the  index  i  in  the  previous  formula  prevent  the  cancellation  of

Jacobian matrices.

à b)

A system of k functions Fsin RN  is functionally independent if the k differentials dFsare linearly independent, i.e. if the Jacobian matrix has rank k.

This definition comes form Dini theorem on implicit functions. The equation Fi= 0 defines locally a surface in RN. If the rank of the Jacobian matrix

is k we can solve the system Fi= 0 for k unknown quantities in terms of the other N-k unknown quantities. In our case N = 2n is the dimension of the

phase space of the system and k = n for integrable systems.

Let us now show that at most n such F can exist. We can perform a canonical transoformation which brings F1to a canonical momentum, let j1the

conjugate angular  variable.  As F1is  an integral  of  motion dF1/dt  = 0,  then by Hamilton equations H cannot  depends on j1,  it  is  a  cyclic variable.

Then our Hamiltonian has the form

H = H HF1, p2, ... pn, q2,..., qnL
The existence of one integral has disposed of two variables. We can repeat this procedure at most n times, eliminating the n-couples (p,q).

à c)

Let Fi,  i  =  1...n  the n  integral  of  motion for  a  system with n degrees of freedom. The 2n coordinates of phase space will  be ordered as (p,q).  The

symbol Ñ whitout suffixes will denote the gradient in this space. The n equations

(16.5)Fi Hp, qL = Ii; i = 1 ¼n;

define a 2 n - n = n dimensional manifold in phase space.

 Consider the n vectors in R2 n

(16.6)Vi = I- Ñq Fi, ÑpFiM
Each vector Viis tangent to the surface Fi= Ii as it is orthogonal to the gradient vector ÑFiº IÑp Fi, ÑqFiM. As the quantities Fiare in involution

Viis tangent also to the other surfaces Fj= Ij, in fact  it is orthogonal to their gradient:

Vi × Ñ Fj = I- Ñq Fi, ÑpFiM × IÑp Fj, ÑqFjM = ÑpFi ÑqFj - Ñq Fi Ñp Fj = 9Fi, Fj= = 0.

Then there exist a set of n regular vectors tangent to the surface (5). Due to a theorem of Poincaré - Hoopf the only surface which admits n regular
tangent vectors has the topology of a torus, this is the topological content of Liouville-Arnold theorem.

Now let us consider the implication of involution property on the integrability of the differential form p dq, i.e. on the existence of a function S such
that ÑS = p.  As is well known a necessary property for local integrability is that locally, i.e. in sufficiently small open sets:
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(16.7)¨ p dq = 0

Now let us consider the surface (5). The functional independence of the constraints allow to invert locally these equations and to express p coordi-
nates in terms of q and I:

pi = fi@q, ID.
The condition for local validity of (7) is

(16.8)
¶fi

¶qj
=

¶fj

¶qi
.

Taking the derivative of constraints (5), written as F[f(q,I),q], we have

¶Fi

¶pΑ

 
¶fΑ

¶qj
+

¶Fi

¶qj
= 0

This equation has the matrix form A B = - C, where

Aij =
¶Fi

¶pj
; Bij =

¶fi

¶qj
; Cij =

¶Fi

¶qj
.

The condition (8) means B = BT i.e. 

A-1
 C = IA-1

 CMT = CT A-1 T
Þ C AT - A CT = 0.

Using the explicit expression for the matrices

¶Fi

¶qΑ

 

¶Fj

¶pΑ

-
¶Fi

¶pΑ

 

¶Fj

¶qΑ

= 0 Þ 9Fi, Fj= = 0.

The involution of the constraints is the integrability condition.

à d)

Let us consider a family of trajectories for a system with n degrees of freedom:

(16.9)xi = xi Ht, c2, c3, ... , cnL.
The envelope of the family is given by definition by the equation

Jc = det 

¶x1

¶t

¶x2

¶t
...

¶xn

¶t

¶x1

¶c2

¶x2

¶c2
...

¶xn

¶c2

... ... ... ...

¶x1

¶cn

¶x2

¶cn
...

¶xn

¶cn

= 0.

Consider now an integrable system. A generic solution of equation of motion can be expressed throw angle variables as

(16.10)ji = Ωi t + ∆i; Ωi =
¶H@ID

¶Ii
.

One of the constants ∆ican be reabsorbed by shifting time origin. For simplicity let us identify the other constants with our parameters ci.

The  coordinates  j  are  global  variables  on  the  invariant  torus,  a  caustic,  corresponding  to  a  singularity  of  the  projection  on  configuration space,  is
given by

(16.11)Jj = det 
¶ xi

¶ jj

= 0.

Within the above conventions

¶xi

¶cj
=

¶xi

¶jj

; j ³ 2;
¶xi

¶t
= Ω1 

¶xi

¶j1

+ â
k>1

Ωk 
¶xi

¶jk

.

Then the rows 2 ... n of the two determinants Jjand Jc  are identical. The first row of Jc  is the sum of a multiple of the first row of Jj  and a linear

combinations of higher rows, which do not contribute to the determinant, then

(16.12)Jc = Ω1 Jj;

this gives an identification between caustics and envelopes.
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this gives an identification between caustics and envelopes.

æ References

1) H. Goldstein: Classical Mechanics, Addison-Wesley Publishing Company (1965)

Problem 17

 Perform the Ñ ® 0 limit in the Schrödinger equation with the substitution

Ψ = A ExpB ä

Ñ
SF

æ Solution

à a)

For an Hamiltonian of the form

H = -
Ñ2

2 m
 D + V@xD

a direct substitution of 

(17.1)Ψ = A ExpB ä

Ñ
SF

in the Schrödinger equation gives

(17.2)
¶S

¶t
+ H@ÑS, xD = 0;

¶A2

¶t
+ ÑIA2 vM = 0;

with

(17.3)v º
¶H

¶p
; p = ÑS .

For a general Hamiltonian substitution of (1) in the Schrödinger equation gives

(17.4)ä Ñ
¶A

¶t
- A

¶S

¶t
= ã

-
ä

Ñ
 S

 HB Ñ

ä
 Ñ, xF A ã

ä

Ñ
 S.

Using commutation relation

ã
-

ä

Ñ
 S

 
Ñ

ä
 Ñ ã

ä

Ñ
 S

=
Ñ

ä
 Ñ + ÑS

and by a formal expansion in Ñ we have:

ã
-

ä

Ñ
 S

 HB Ñ

ä
 Ñ, xF ã

ä

Ñ
 S

= HB Ñ

ä
 Ñ + ÑS, xF > H@ÑS, xD +

1

2
 

¶H

¶p
 
Ñ

ä
 Ñ +

Ñ

ä
 Ñ

¶H

¶p
+ O IÑ

2M
Inserting this expression in (4) and using the definition (3) for v

ä Ñ
¶A

¶t
- A

¶S

¶t
= H@ÑS, xD A +

1

2
 vs

Ñ

ä
 

¶A

¶xs
+

Ñ

ä
 

¶

¶xs
 Hvs AL + O IÑ

2M
Selecting order 0 and order 1 in Ñ we obtain again equation (2).
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